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Abstract

The aim of this review article is to provide a synoptic and critical evaluation of the extensive research that has been performed in demand forecasting in the scheduled passenger transportation industry, specifically in the last few decades. The review begins with an attempt to classify and tabulate the research according to the properties of proposed models, their objectives and application areas in industry in different stages of the planning cycle. This is followed by an assessment of forecast methodologies with suggestions on different methodologies that industry practitioners can adopt to suit their specific needs and recommendations towards future directions of research. We also provide a look into the cross cutting concerns that need to be addressed by all forecasting systems irrespective of the domain or planning stage, such as demand unconstraining, aggregation and the role of expert judgement to incorporate the effect of other extraneous factors that might affect the demand. We conclude from our study that there is a lack of standardization in the way in which methods are described and tested. As a result, there is a lack of cumulative knowledge building. To redress this concern, we propose open source testbeds to facilitate benchmarking of new models. We also propose a checklist as a guideline to standardize the research reports and suggest that when proposing newer models, researchers may consider including a comparative study with existing standard models in research report.
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1. Introduction

Demand forecasting is an intrinsic component of business and commerce. The future is always uncertain and every business needs to predict the market as accurately as possible both for short term and strategic planning in order to see itself in a profitable position. In the passenger transport industry, our scope of discussion, business is very dependent on passenger demand because the items on sale here are perishable commodities. Right from designing route networks, arranging for vehicles with proper seat capacity for a network route to pricing the inventory for each vehicle in a route, every operation in every planning horizon depends on estimation of the demand. Passenger transportation occupies a major share in global business and therefore, passenger demand forecasting is a key subject of research. In 2017, airline industry alone grossed over 750 billion dollars catering to more than 4 billion passengers (IATA annual review, 2018). Passenger railway transportation is also a major industry, especially in Europe, USA, China and India. Majority of the forecasting research motivations arise from these two transportation sectors. However, we also consider niche transportation industries, such as intercity bus transport and cruise industry, as these industries also employ demand forecasting in their business planning.

We define scheduled transport as a routine vehicle movement between two or more points at pre-scheduled times, transporting passengers and/or cargo. Scheduled transport may be airline flights, ferries between two ports or intercity bus or rail transport. In scheduled passenger transport, forecasting has many applications. Forecasts can be “macro”, predicting overall sales and help the strategic planning. Digging deeper, “micro” forecasting provides more granular predictions, on a day to day or even hour to hour basis. Fig. 1 show the applications that use forecasting tools to predict demand at different planning horizons. This figure, a slightly modified version of Wickham (1995)’s representation, is not a binding definition but is given to provide an idea on how forecasts are used at different levels of planning.

The departure date of a scheduled transport journey is often termed “day zero”. It is the date when the vehicle leaves the origin point and begins its journey towards the destination. However, one year prior to the day zero,
it may not make sense to model individual departures on particular vehicles or trips. Rather, the total volume of passengers carried by certain groups of scheduled journeys is a more appropriate focus for forecasting. Strategic planning, as one can see from the Fig. 1, investigates a horizon more than a year ahead. This planning on the macro level provides projections to address probable business expansion issues such as increasing vehicle capacities or terminus passenger holding capacities, or adding new routes to the existing network. Another macro forecast based activity, budget planning, or income and expenditure planning, takes place yearly, semi yearly and even quarterly and often works on monthly projections.

Network resource planning requires a more granular level of forecasting and works to optimize the resource allocation across the network depending on passenger loads on each area of the network. This is a tricky problem, as resources need to be carefully allocated according to the demand on each route. Part of network resource planning is the crew assignment problem, which is complicated further by the fact that a bigger vehicle needs more experienced crews and additional cabin crews, which often becomes the case when the increased demand forces vehicle reallocation.

A passenger seat on a certain scheduled journey should be considered as a perishable commodity. If a seat remains unallocated (unsold), there is an opportunity missed to sell, which is not recoverable. On the other hand, if it is sold at a lower rate than what a customer is willing to pay, some profit is lost. Revenue management takes into cognizance these facts and tries to
maximize the profit by dynamically pricing the seats in accordance with the demand. Revenue management starts as soon as the tickets for a scheduled journey are open for purchase and ends at the close of the sale before the departure. The sale of tickets does not end even if all the available seats are exhausted. Companies often “overbook” with an expectation that a certain number of passengers will fail to show up (“no show”) at scheduled departure time. Overbooking is accomplished by using forecast figures of no show cases.

Several other processes that depend on passenger demand forecasts are cargo load planning, fuel load and in many long haul journeys, catering meal plans. The airline industry was first to adopt forecasting as an OR tool but before 1970s it was mainly for strategic planning. With the emergence of revenue management in 1970s, interest in forecasting increased. The 1980s and the 1990s saw a boom in revenue management research subsequent to the Airline Deregulation Act in the USA. The success of revenue management in the airline industry prompted other industries that deal with perishable commodities to adopt similar techniques. As earlier mentioned, passenger demand forecasting being central to the revenue management process, efforts to attain better forecasting techniques increased with the adoption of revenue management. From the 1990s onward, forecasting techniques were being implemented in various transportation industries like high speed rail, ferries and even in related disciplines such as predicting passenger volume in railway stations or airport terminals or determining cargo volume for air or surface freighters.

Forecasting models range from simple exponential smoothing to complex hierarchical models, and advances in computer science in last the two decades have helped to build complex models. Simulation of a forecasting model or comparing between model performances are quicker and easier with today’s computation power. However forecasting is not a one step process. A lot of activity goes into data pre-processing. For example, a key activity is data-structuring for booking curves in order to produce day to day micro forecasts. Data unconstraining from censored data is another key pre-processing activity along with data aggregation. Results processing using forecast evaluation tools is also an important step. Often forecast evaluation tools are used to compare the models against benchmark models. In a comparative study, multiple models are evaluated. Some research combines forecasts from two different models to produce a hybrid forecast data.

The classification tree in Fig. 2 shows all the research activities that our review plans to investigate. Categorization rules of these models are given
Figure 2: Classification of forecasting methods. Article chapters are mentioned where applicable.

- Quantitative models are models that emphasize on statistical analysis of data. They can be further categorized as follows.
  - Time series models are those models which forecast from existing historical data.
  - Causal models are used to estimate a relationship function between explanatory variables and the demand that needs to be forecasted.
  - Artificial intelligence or machine learning tools are computer aided self-learning models that adjust to an optimal forecasting model.
by working through a set of historical data (training set) iteratively.

– Sell up forecast models are algorithms that specifically suit the revenue management models of low cost carriers.

• Qualitative models are models with which draw on human knowledge of judgement.

• Mixed models have features of both quantitative and qualitative modelling, for example, data collection through customer surveys followed by mathematical data analysis.

• Ancillary tools are models that are not forecast tools by themselves but often used in tandem with a forecast model to pre-process or analyze data or assimilate end results.

We will discuss our methodology to select the research papers for this review in the next section which will be followed by sections that review different aspects of forecasting including a very high level introduction to the models used and their applications. We then discuss the usage of the forecasting models in different industries and finally end with critical suggestions for improvement.

2. Methodology

Though there is no strict definition on how a literature review should be carried out, we followed the suggestions by (Avni et al., 2015) and (Wee and Banister, 2016). These are well cited articles that have discussed the currently adopted research review methodologies in detail. We also drew inspiration from two seminal literature reviews on forecasting by (Wickham, 1995) and (Fildes et al., 2008). The methodology is discussed briefly next, with the flowchart in Fig. 3 presenting an overview of the process.

2.1. Topic

Topic underlines the scope of the review. Generally, a topic search engine defines topic as a set of key phrases in title, abstract and keyword lists. However, definition of topic also includes the research areas, subject matter categories of the search interest. The topic is visualised through building the search criterion, which lists the keywords and defines rules to include and
exclude research areas. Topic identification and building the search criterion is generally an iterative process. Fig. 3 shows that we had to run the step 3 and step 4 several times to define the search rules. Final search criterion is presented in Appendix B (section 5.2). Although our targeted search time span was 1987-2017, we also referred to few pioneering works before 1987 in our study.

2.2. Search Engine

Between the alternatives, Web of Science and Google Scholar, we decided to choose Web of Science (WOS). While Google Scholar is equally well stocked as WOS, WOS is restricted to peer reviewed research papers and so allows for greater quality control. We also noted that the WOS advanced search option have more filtering abilities than Google Scholar to narrow down the search into a manageable size.

2.3. Manual Filtering

Given the search approach, 1,392 results were returned. We filtered out research papers from allied fields such as network resource optimisation or revenue management manually on a case by case basis.

2.4. Snowballing

Forward snowballing is a method of selecting the articles that have cited a given article while backward snowballing is selecting articles that a given
article has cited. We have used both of these techniques on our list of articles
to include some well cited papers, which were otherwise not listed in our WOS
search results.

The final list of literature that are reviewed consists of 120 titles, which
includes book sections, journal articles, theses and conference papers. We
applied the stratified selection approach (Wee and Banister, 2016) to cite
selected articles in our paper as case examples and those titles, which are not
cited as case examples in this article, are included in the list uploaded as a
supplementary resource.

2.5. Classification Method

For our discussion, we grouped the research papers according to the clas-
sification as shown in Fig. 2. Section 3.1.1 provides a report followed by
discussions in Section 3.2

3. Discussion

3.1. Classification Report

3.1.1. Classification based on Methodologies used

Table 1 is the list of research papers, according to the classification. We
remark to the reader that papers comparing models belonging to different
classes are listed multiple times, which is why the number of instances in the
classification results is higher than the total number of papers.

Comparative studies are also charted to get a glimpse of how the common
models performed when pitted against each other. In Table 2, the best
performing model for each research paper is marked with W (winner) while
other models in the fray are marked with L (loser). The ties are marked
with T. The rightmost column provides information on the dataset on which
the analysis was done. About the datasets, it is worth noting how varied
they are, ranging from Box Jenkins data of 1970s to a recent Turkish airline
data.

As with comparative studies, there are hybrid models as well which are
combinations of multiple models. This combinations may be simple linear
combinations, non linear combinations or complex models like ANFIS. We
tend not to further subdivide this category for the sake of brevity. However
we prefer to choose the phrase hybrid model instead of combinatorial model
as it makes better classification of this category. A hybrid model may behave
completely differently from the base models when combined together, and
<table>
<thead>
<tr>
<th>Research Area</th>
<th>Method</th>
<th>Count</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Quantitative</strong></td>
<td><strong>Time Series Methods</strong></td>
<td>38</td>
</tr>
<tr>
<td></td>
<td>ARIMA</td>
<td>18</td>
</tr>
<tr>
<td></td>
<td>ETS</td>
<td>6</td>
</tr>
<tr>
<td></td>
<td>Pickup</td>
<td>7</td>
</tr>
<tr>
<td></td>
<td>Grey System Models</td>
<td>4</td>
</tr>
<tr>
<td></td>
<td>GARCH</td>
<td>3</td>
</tr>
<tr>
<td><strong>Artificial Intelligence Methods</strong></td>
<td></td>
<td>25</td>
</tr>
<tr>
<td></td>
<td>Neural Network</td>
<td>18</td>
</tr>
<tr>
<td></td>
<td>SVM</td>
<td>6</td>
</tr>
<tr>
<td></td>
<td>Clustering</td>
<td>1</td>
</tr>
<tr>
<td><strong>Causal Methods</strong></td>
<td></td>
<td>45</td>
</tr>
<tr>
<td></td>
<td>Regression</td>
<td>16</td>
</tr>
<tr>
<td></td>
<td>Logit</td>
<td>11</td>
</tr>
<tr>
<td></td>
<td>Econometric Models</td>
<td>7</td>
</tr>
<tr>
<td></td>
<td>Kalman Filter</td>
<td>5</td>
</tr>
<tr>
<td></td>
<td>Stochastic Distribution Models</td>
<td>3</td>
</tr>
<tr>
<td></td>
<td>Other Causals</td>
<td>3</td>
</tr>
<tr>
<td><strong>Sell Up Methods</strong></td>
<td></td>
<td>2</td>
</tr>
<tr>
<td></td>
<td>Q Forecasting and Fare Adjustment</td>
<td>2</td>
</tr>
<tr>
<td><strong>Qualitative</strong></td>
<td><strong>Qualitative Methods</strong></td>
<td>2</td>
</tr>
<tr>
<td></td>
<td>Expert Judgment</td>
<td>2</td>
</tr>
<tr>
<td><strong>Mixed</strong></td>
<td><strong>Stated Preference</strong></td>
<td>3</td>
</tr>
<tr>
<td><strong>Decision Support Tools</strong></td>
<td><strong>System Dynamics</strong></td>
<td>2</td>
</tr>
<tr>
<td></td>
<td>Other DSS Tools</td>
<td>5</td>
</tr>
<tr>
<td><strong>Ancillary Tools</strong></td>
<td><strong>Ancillary Tools</strong></td>
<td>17</td>
</tr>
<tr>
<td></td>
<td>Demand Unconstraining</td>
<td>3</td>
</tr>
<tr>
<td></td>
<td>Forecast Combinations</td>
<td>12</td>
</tr>
<tr>
<td></td>
<td>Forecast Measurements</td>
<td>2</td>
</tr>
<tr>
<td><strong>Review Papers</strong></td>
<td><strong>Review Papers</strong></td>
<td>4</td>
</tr>
</tbody>
</table>
therefore should be treated as a modelling tool on its own. We have listed the hybrid models as well as in Table 3. The papers report that hybrid models performed better than base models working individually. Hybridization by linear combination is quite common since Bates and Granger (1969). We can however find in our list the usage of newer non linear techniques like variance based pooling, adaptive network based fuzzy inference system (ANFIS) and others.

3.1.2. Classification based on Planning Horizon

Table 4 is the breakdown of research papers on planning horizons, whether they are strategic long term planning or tactical planning for near short term effects or on day to day operational aspects. Strategic planning is related with infrastructure development such as terminal capacity or purchase of vehicles. Economic growth estimation to understand ridership in a geographical region is also an aspect of strategic planning. Tactical planning is related to vehicle reassignment across the network according to passenger demand. In short
Table 3: Hybrid Models

<table>
<thead>
<tr>
<th>References</th>
<th>Base Forecasting Techniques</th>
<th>Hybridisation Technique</th>
</tr>
</thead>
<tbody>
<tr>
<td>Riedel and Gabrys (2005)</td>
<td>Evaluation of different linear and nonlinear forecast combinations</td>
<td>Linear Combinations, Sigmoid function based combination, non linear neuro fuzzy combination (ANFIS), Hierarchical combinations.</td>
</tr>
<tr>
<td>Carson et al. (2011)</td>
<td>Logit and multiple regression</td>
<td>Composite Econometric Model (Aggregating Individual market)</td>
</tr>
<tr>
<td>Wang et al. (2013)</td>
<td>Elastic Coefficient, Grey Model</td>
<td>Weighted Combination</td>
</tr>
<tr>
<td>Ma et al. (2014b)</td>
<td>Time Series Models (ARIMA)</td>
<td>Interactive Multiple Model-based Pattern Hybrid</td>
</tr>
<tr>
<td>Leng et al. (2015)</td>
<td>Logit, Gravity, Induced demand formulation</td>
<td>Composite Model</td>
</tr>
<tr>
<td>Nieto (2015)</td>
<td>ARIMA</td>
<td>ARIMA - GARCH bootstrapping</td>
</tr>
<tr>
<td>Glisovic et al. (2016)</td>
<td>Neural Network</td>
<td>Genetic Algorithm on Neural Network</td>
</tr>
</tbody>
</table>
term planning, inventory management in tandem with revenue management structure is generally the objective of research.

Another forecasting objective closely related with short term inventory management is overbooking management. As mentioned earlier, in passenger transport, each seat unoccupied is a lost opportunity. The transport industry has taken a challenging approach to maximize revenue by keeping unoccupied seats at the lowest. Even if the seats are all booked to capacity, some fail to turn up at the time of departure ("no show"). If the no show rate could be predicted, the seats that would remain empty due to no-show could be resold beforehand (overbooking) to gain more revenue. However, the challenge is, if the passengers turn up, defying the forecast, there is a loss to the transportation agency as they have to pay out heavy compensation.

Table 4: Forecast Objectives in Different Planning Horizons

<table>
<thead>
<tr>
<th>Planning horizon</th>
<th>operational</th>
<th>Planning horizon</th>
<th>tactical</th>
<th>Planning horizon</th>
<th>strategic</th>
</tr>
</thead>
<tbody>
<tr>
<td>Objective</td>
<td>Count</td>
<td>Objective</td>
<td>Count</td>
<td>Objective</td>
<td>Count</td>
</tr>
<tr>
<td>Inventory Management</td>
<td>33</td>
<td>Capacity planning</td>
<td>31</td>
<td>Capacity planning</td>
<td>19</td>
</tr>
<tr>
<td>Capacity planning</td>
<td>9</td>
<td>Inventory Management</td>
<td>8</td>
<td>Economic Growth</td>
<td>11</td>
</tr>
<tr>
<td>Overbooking/No Show</td>
<td>5</td>
<td>Network Design</td>
<td>1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Grand Total</td>
<td>47</td>
<td>Grand Total</td>
<td>40</td>
<td>Grand Total</td>
<td>30</td>
</tr>
</tbody>
</table>

3.1.3. Year-wise decompositions

A. Overall Research Initiatives Industry-wise

We also tried to draw a picture of research initiative through last thirty years. Fig. 4 shows a map of research papers published in these years in each of the industry sectors - airlines, railways and bus service sectors. The sectorwise maps were further subdivided into into categories based on short term(operational), medium term(tactical) and long term(strategic) initiatives.

As we can see from Fig. 4, the airline industry is very mature and has steady flow of publications in all levels till present time whereas the number of papers have picked up in railways sector only in recent years. There is a research gap in the bus transport sector. Many parts of Europe and Asia have strong intercity bus service networks and we were surprised not to find more related research initiatives. Similarly, we found very few papers on the maritime sector and only one on ferry service [Dehghani et al. (2010)].
included six papers from cruise line industry, all published in the last decade. It is noteworthy that cruise line industry, though being a scheduled passenger transportation, operationally bears resemblance with the hotel industry, and therefore has a very unique character. However not much emphasis has been given to research in this industry until the last decade.

Figure 4: Sector-wise research papers in last 30 years. Each circle represents a paper.

B. Overall Research Initiative Method-wise

Mapping the usage of forecasting models during last 30 years shows the trend in forecasting. Fig. 5 depicts this usage from 1987 onward. The map does not produce any dramatic visual information, as we are expecting, perhaps due to the coarseness in classification, but we do find a spate of research activities in the last 10 years. The models that are introduced during these years are hybrid models Table (3), Grey Models, Multilayer Perceptrons, Support Vector Machine (SVM) regression and System Dynamics models.

3.2. Forecast Models : A Technical Walkthrough

In this section we provide an overview of the models that are shown in Fig. 2. We maintained a short introduction for each model with references which the users can look up for further reading. However the complete list of 118 research papers is also added as a supplementary material for those who want to view the full list of journal articles and other research works we have reviewed. Since it is beyond the scope to describe the models in details,
we take the liberty of introducing the readers to few textbooks to look up. Ord and Fildes (2013) is one such book dedicated to forecasting. Talluri and Van Ryzin (2004) is more on revenue management but touches on all key forecasting models. For beginners, Hyndman and Athanasopoulos (2018) is an easy to understand book that is available online as well, and the 5 volume compendium Fildes and Allen (2011) is a suggested thorough reference.

3.2.1. Time Series Models

A time series model derives a forecast from a series of past observations. A univariate time series is a sequence of discrete observations taken successively at equally spaced time interval. The time series models are discussed in a compact tabular form in Tables 5.
<table>
<thead>
<tr>
<th>Model</th>
<th>Description</th>
<th>References</th>
</tr>
</thead>
<tbody>
<tr>
<td>Exponential Time Series (ETS)</td>
<td>ETS provides a forecast from past data. The historical observations are such weighted that weightage of the observations are decreased exponentially as the data get older.</td>
<td>Some examples are Samagaio and Wolters (2010), Riedel and Gabrys (2003), Wickham (1995). These papers are comparative studies (see 2). ETS is often used to benchmark other models.</td>
</tr>
<tr>
<td>Pickup Forecasting</td>
<td>Pickup uses a booking matrix. The objective is to accumulate the “pickup” or trend from progressive booking for a scheduled journey and then project them into cumulative forecast for the journey.</td>
<td>Generally very effective in short term forecasting, often used in tandem with revenue management, Wickham (1995) used this in airline, Dutta and Ghosh (2012) in railways, Sun et al. (2011) in cruise line.</td>
</tr>
<tr>
<td>AR (Autoregressive)</td>
<td>AR is a regression of a variable against itself. In time series forecasting, each observation is a regression of past observations. If the immediate historic observation correlates to present observation the model is called AR(1), If the correlation is one observation apart, it is AR(2) and so on</td>
<td>Riedel and Gabrys (2003) used as a comparative analysis with ARMA, ETS and other models, with seasonal and market adaptation and also to forecast flight specific demands, Sickles et al. (1998) used AR, MA and ARMA models for identifying &quot;strategic&quot; demand of aircraft acquisition.</td>
</tr>
<tr>
<td>MA (Moving Average)</td>
<td>MA is a Regressive model based on past forecast errors. ARMA is a model with autoregressive and moving average model combined together</td>
<td>Riedel and Gabrys (2003) and Sickles et al. (1998), as discussed above</td>
</tr>
<tr>
<td>ARMA</td>
<td></td>
<td>Riedel and Gabrys (2003), Sickles et al. (1998)</td>
</tr>
</tbody>
</table>

*Continued on next page*
<table>
<thead>
<tr>
<th>Model</th>
<th>Description</th>
<th>References</th>
</tr>
</thead>
<tbody>
<tr>
<td>ARIMA and seasonal ARIMA models</td>
<td>AR, MA and ARMA models are stationary, i.e., they do not incorporate trend. So a differencing factor $d$ is brought in to detrend. Seasonal ARIMA models, also known as SARIMA, takes into account seasonality as well. Further developments like X-11 ARIMA, REGARIMA are algorithmic models that takes into account holidays, moving holidays and exigencies like strikes.</td>
<td>ARIMA and seasonal ARIMA models, specifically Box Jenkins airline model, are extensively implemented and often used as benchmarks. Ghomi and Forghani (2016) used this to compare with neural network, Shitan et al. (2014) used this for long term planning, that is, ridership in Ampang Railways. Cyprich et al. (2013), in bus industry, extended it Reg-ARIMA to incorporate trading days and holidays, Dutta and Ghosh (2012) used this in Indian Railways for revenue management, Samagaio and Wolters (2010) used this for comparative study on Lisbon Airport transit.</td>
</tr>
<tr>
<td>Grey Model</td>
<td>Grey Model is a new time series concept. The objective is to apply a function on a set of observation to transform them into monotonically increasing set of data (accumulating generation operation or AGO operation) and derive a forecast from them. The forecast can then be reverse-transformed back (Inverse AGO operation) into the original form.</td>
<td>Wang et al. (2013) compared Grey Model against elastic coefficient models to forecast yearly passenger volume, Carmona Benitez et al. (2013) used damped version of the model for same industry, Hsu and Wen (2000) applied it to forecast passenger volume to design airline network.</td>
</tr>
</tbody>
</table>
Table 5 – Continued from previous page

<table>
<thead>
<tr>
<th>Model</th>
<th>Description</th>
<th>References</th>
</tr>
</thead>
<tbody>
<tr>
<td>GARCH</td>
<td>GARCH is quite related to ARMA process but it measures the conditional variance instead of conditional mean as in ARMA. Real-world phenomena appear to be heteroskedastic - they appear to have volatile periods followed by calm periods. This is captured by the GARCH model. Hence the name, Generalised Autoregressive Conditional Heteroskedasticity or GARCH.</td>
<td>Nieto (2015) and Adrangi et al. (2001) used GARCH for long term forecasting in airline industry, Wang (2016) used it for short term revenue management purpose in a cruise line.</td>
</tr>
</tbody>
</table>

3.2.2. Causal Models

Unlike time series models, causal models try to establish the factors that can explain past demands and then use the model to provide a forecast value. A causal model tries to build an explanatory equation which fully describes an observation as an output of one or more underlying causing factors. The causal models are given in Table 6.

Table 6: Causal Models

<table>
<thead>
<tr>
<th>Model</th>
<th>Description</th>
<th>References</th>
</tr>
</thead>
<tbody>
<tr>
<td>Regression</td>
<td>Regression identifies the relationship between a scalar dependent variable and one or more explanatory variables. The forecast is derived from the dependent variable when explanatory variables values are provided.</td>
<td>Regression analysis is quite common in transportation forecasting for both short term and long term predictions. Earliest example in our review study is by Sa (1987) but one may look into Dutta and Marodia (2015) for more explanation on usage of regression, specially for revenue management.</td>
</tr>
<tr>
<td>Model</td>
<td>Description</td>
<td>References</td>
</tr>
<tr>
<td>------------------------</td>
<td>------------------------------------------------------------------------------</td>
<td>-----------------------------------------------------------------------------</td>
</tr>
<tr>
<td>Logit models</td>
<td>Logit models are regression models where dependent variables are categorical. In binomial Logit models the dependent variable is binary with only two values whereas in multinomial logit models dependent variable is nominal or categorical.</td>
<td>Logit models such as multinomial, nested and cross nested models are extensively used to forecast demand through passenger choice modelling. As long term planning examples, Liu and Li (2012) used logit models to model demand in intercity high speed railway system, Ashiabor et al. (2007) in nationwide intercity travel. Cipriani et al. (2014) used logit for analysis on passenger choice in flights between two cities. In short term forecasting, especially from a revenue management perspective, (Talluri and van Ryzin, 2004) used logit to model passenger choice in single leg booking problem.</td>
</tr>
<tr>
<td>Econometric models</td>
<td>The econometric causal models may include some form of multinomial regressions or some other relationship forms such as gravity models. Gravity model is often used to identify travel interactions between two cities or regions.</td>
<td>Leng et al. (2015) used a complex 4 step algorithm which includes regression, gravity model and induced demand model to forecast passenger flow in high speed railway. Caseetta and Coppola (2014) derived a single utility function equation combining all the factors to forecast passenger demand for intercity high Speed Rail. Tsekeris and Tsekeris (2011)’s study is an exploratory overview on such models, Continued on next page</td>
</tr>
</tbody>
</table>
3.2.3. AI models

Artificial Intelligence or machine learning models are computation intensive self learning algorithms. The self learning algorithms are those who rectify and fine tune the explanatory model iteratively by evaluating the result and reducing the error margin each time. Given in Table (8) are AI models.

3.2.4. Sell Up Models for Low Cost Carrier (LCC) Airline Businesses

There are several differences between the business models of low cost carriers and legacy carriers which motivate the different approaches which LCC carriers take to demand forecasting. In particular legacy carriers have historically marketed their product through fareclasses, and use fareclasses as a core forecasting entity. Fareclasses are products which are differentiated by price and the conditions attached to the ticket (for example conditions relating to cancellation or booking change or restrictions on return flights). LCC do not structure their product in terms of fareclasses, but nevertheless seek to price discriminate. Hence LCC carriers have developed forecasting models which explicitly model the likelihood of retaining or losing demand if a higher fare is charged. To elucidate further, for a certain scheduled departure, as time of departure approaches, the passenger’s willingness to pay higher price increases. The LCC forecast models capture this inclination and exploits it to sell the next available seat at a higher price.

<table>
<thead>
<tr>
<th>Model</th>
<th>Description</th>
<th>References</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bayesian models</td>
<td>Bayesian State Space models can be created by generating current state matrix from observed data in a time series. A state space model can be represented by a pair of equations called transition and measurement equations. Transition equation provides the state vector representation of the system and measurement equation provides the relationship between observed time series data and the state of the system.</td>
<td>Jiao et al. (2016), Milenkovic et al. (2013), Aston and Koopman (2006), Saab and Zouein (2001)</td>
</tr>
</tbody>
</table>
### Table 7: AI Models

<table>
<thead>
<tr>
<th>Model</th>
<th>Description</th>
<th>References</th>
</tr>
</thead>
<tbody>
<tr>
<td>Neural Network</td>
<td>A neural network layer consists of interconnected nodes starting with input nodes and ending in output. The network consists of three types of layers, input, hidden and output connected in feed forward mechanism, in a directed graph. The nodes in hidden layers are called perceptrons and are responsible for recognizing patterns. The output is measured against the expected result. The errors are then propagated backward. Each layer sees the error propagated into it as a black box and locally adjusts the weights. This is called the backpropagation method.</td>
<td>Usage of neural network for long term demand forecasting is quite common such as Faraway and Chatfield (1998), Crone (2004), Srisaeng et al. (2015). However Tsai et al. (2009) used them for short term demand forecasting. They compared two advanced formulations, MTUNN and PENN against a general multilayer perceptron model. Wei and Chen (2012) used a hybrid neural network model for passenger flow forecasting in a rapid transit system.</td>
</tr>
<tr>
<td>SVM</td>
<td>SVM is seen as a classification tool. The support vector regression seeks to identify and optimize the bounds of error for a regression. The cost of error is calculated as zero if the observation falls within the bounds. This is often referred to as epsilon intensive loss function.</td>
<td>Jiang et al. (2015) used Grey SVM with empirical mode decomposition (EMD) for passenger flow forecasting in high speed rail. Xie et al. (2013) performed least square SVM modelling with EMD for passenger flow forecasting in airport terminal.</td>
</tr>
</tbody>
</table>
There are two approaches to adopt to LCC framework. The forecasting models are "Q forecasting" and "fare adjustment". Both are run on Passenger Origin Destination Simulator (PODS) developed at Boeing lab. They are discussed as below.

### Table 8: Sell Up Models

<table>
<thead>
<tr>
<th>Model</th>
<th>Description</th>
<th>References</th>
</tr>
</thead>
<tbody>
<tr>
<td>Q Forecasting</td>
<td>The aim of this process is to keep the existing fare class structure of the legacy system, but to calculate the total passengers in terms of Q class passenger. Q class is the lowest fare class. The demand for higher class fares are calculated based on the probability that Q class passenger willing to pay higher class fare when Q class fare is made unavailable.</td>
<td>Cooper et al. (2006), Reyes (2006) and Claz-Savoyen (2005).</td>
</tr>
<tr>
<td>Fare Adjustment</td>
<td>This system works with a standard version of network level revenue management called DAVN (Displacement Adjusted Virtual Nesting) as is, in essence, an optimizer. Fare adjustment lowers the pseudo fare by a a certain amount known as ”Price Elasticity Cost”. This is the lost opportunity of sell up. By reducing the pseudo fares, these fare classes are shifted into lower virtual nests and therefore will be closed earlier. This will force a sell up.</td>
<td>Cooper et al. (2006), Reyes (2006) and Claz-Savoyen (2005).</td>
</tr>
</tbody>
</table>

### 3.2.5. Qualitative Model - Expert Judgment

Expert judgment is an import aspect in demand forecasting. Historical data is used to produce demand forecast but cannot take into account immediate market changes. It, therefore, depends on the Analyst to interpret the changes and adjust the forecast accordingly. Expertise of the analyst in reading the uncertainties is a critical factor in this kind of adjustment. Expert judgment is an important component in any kind of forecasting as lack of objective data and immediate changes in the forecasting environment (such as market trend) always add uncertainties to forecasts. Mukhopadhyay et al.
(2007) discussed in detail, with an example, the role of expert judgement for improving forecast accuracy in revenue management.

3.2.6. Mixed Models

These tools are mix of quantitative and qualitative methods. Qualitative methods may include customer surveys, qualitative scales for measurements while quantitative methods may also include graphs and schematic representations as well as mathematical derivations. The mixed models are tabulated in Table 9.

3.2.7. Ancillary Tools

A. Aggregation

Aggregation is a major concern for forecasting. While inventory or revenue management needs data at the most granular day to day level, the tactical or strategic needs might require forecasting at monthly or yearly level. So different objectives demand different levels of aggregation. However there are challenges associated with the nature of the data at different levels of hierarchy. At the most granular level, the datasets are smaller and probability of noise elements masking the characteristics of the data is more whereas at more generalised level, the special characteristics of certain parts of the data may be damped or even lost. Riedel and Gabrys (2005) expressed this problem from a practitioner’s angle - at what level should we do the forecast? Can we decompose the forecasts, if needed, to a more granular level? Can we aggregate them, to more higher level? They inferred from their experiments that decomposition of forecasts to lower level perform poorly but aggregation of forecasts to higher level performs better. However they also warned multilevel forecasting may increase the number of forecasts to combine resulting in overfitting.

B. Demand Unconstraining

Booking data, as said before, does not reflect true demand as the booking stops when the booking limit is reached though the demand for the seats may not be satisfied. If this demand is not identified and the real demand is assumed to be equal to booking limit, the forecasting mechanism is bound to produce an underestimation. Lower forecast may have a negative impact on the revenue management system of the business. This type of demand data bound by the booking limit is called ”censored data” and needs to be ”unconstrained”. Some generally accepted meaningful methods to unconstrain demand data are given as below.
<table>
<thead>
<tr>
<th>Model</th>
<th>Description</th>
<th>References</th>
</tr>
</thead>
<tbody>
<tr>
<td>Logical Analysis of Data</td>
<td>Logical analysis data (LAD) is a based on a philosophy of inquiry which is starkly different from that underpinning the statistically-based quantitative forecasting methods discussed in section 3.2.1. In this approach analysts identify patterns in data which are unique to journeys and use these patterns to build predictive theories.</td>
<td>Dupuis et al. (2012) used LAD to forecast no show in a legacy airline. The now show rate for a particular flight provides a guidance on how much overbooking can be done.</td>
</tr>
<tr>
<td>Stated Preference</td>
<td>Stated Preference is a decision analysis tool to model consumer choices. Stated preferences play an important role in product design and demand forecasting for different categories of services. The basic steps of stated preference are- (a) Survey - To identify customer preferences, The questionnaire often contains trade off games. (b) Utility function - to suggest a linear utility function that can define the trade off (c) Estimation - Preferred option is estimated by applying utility function to survey data.</td>
<td>Stated preference is a common way to perform passenger choice modelling. Whitaker et al. (2005), is a classic example of modelling passenger choice on a flight route, Fowkes and Preston (1991) used it to identify the likely usage of a new rail system.</td>
</tr>
<tr>
<td>Analytical Hierarchy Process (AHP)</td>
<td>AHP is a hierarchical multi criteria decision analysis tool. The objective is to choose from a set of alternatives, given a set of criteria. However AHP is a theory of pairwise comparison, that is, alternatives are compared in pairs and importance of each one over the other is measured in absolute scale.</td>
<td>Dozic and Kalic (2014) used AHP for aircraft type selection (capacity wise) for existing airline network.</td>
</tr>
<tr>
<td>System Dynamics (SD) and Agent Based Modelling (ABM)</td>
<td>SD and ABM are models to understand behaviour of a complex systems. While SD is a top down modelling approach based feedback between different components of the system, ABM works as a bottom up approach stressing on the set of agents in the system and the interaction rules set for the agents. While ABM gives a granular picture of the system, computer based agent based modelling simulation takes a long time to compute whereas SD models operate at more aggregate level.</td>
<td>Suryani et al. (2010) used SD for estimation of demand for airport capacity planning. Lewe et al. (2014) introduced multi-paradigm approach combining ABM and SD, for transportation planning.</td>
</tr>
</tbody>
</table>
a. Direct Capture: The passenger booking system keeps taking booking request even after booking limit is reached. However the problem in this case is to arrange alternative accommodation for the customers who have requested booking after booking limit is reached.

b. Mean Imputation Method: If the data is censored, ie, booking limit is reached, that data is rejected and replaced by mean of historical data where data is not censored, i.e, booking limit is not reached. However this will induce a negative bias into the booking data.

c. Median Imputation Method: Similar to mean imputation method, but median data is taken instead of mean.

d. Percentile Imputation Method: In this case, certain demand estimate is from booking rate at certain percentile data. For example, if the booking limit is reached and booking is closed then the booking rate at 75th percentile data will be visited and the estimate for total demand will be calculated from that data. However, if demand is so high that booking needs to be closed, booking rate at 75% data will also be higher and therefore estimate will also be higher than booking limit.

e. Multiplicative Booking Profile Method: The data for a low demand journey is observed all through the booking period. Then at each phase, the percentage increase is calculated. The pattern of increase at each phase is identified and replayed on a high demand journey, (where data gets censored due to booking limit), to identify uncensored demand.

f. Expectation Maximization Method: This method is a general purpose algorithm to perform a maximum likelihood estimation for incomplete data. It has been successfully implemented in censored data, missing data and truncated information cases. This algorithm is a two step process, consisting of an estimation (E) step followed by a maximization (M) step. At E step uncensored data is manufactured for censored data set, and at M step the data is evaluated. The steps are repeated until the convergence condition is met.

However this is not an exhaustive list. For a list of all types of demand unconstraining methods reader may refer to Guo et al. (2012). Zeni (2001) provides a detailed discussion on some common demand unconstraining methodologies. For a practitioner, the easiest option to take, obviously, would be the direct capture method. But the method is rarely acceptable as it may lead to huge overbooking. The most common and most reliable
method is expectation maximization method. Projection detruncation is another method, very similar to expectation maximization and is also used commonly. Among other methods that are used are Holt’s double exponential method explained in Guo et al. (2012) and Kourentzes et al. (2017). Kourentzes et al. (2017) also reports better results from Croston’s method if demand is intermittent.

C. Forecast Combination

Bates and Granger (1969) first proposed that combination of forecasts from different models produce better forecasts than the models acting individually. Combination forecasting is a quite common predictive model since then. Forecast combinations helps to reduce the uncertainties associated with individual models and increases forecast accuracy by exploiting the strengths of the models (Lemke et al., 2009). There are different methods to produce combination forecasts can be broadly classified as linear or nonlinear. Some examples of linear combination methods are - simple average of the forecasts produced by the models; the outperformance model where constituent forecasts are linearly combined but weights are assigned based on historic forecast performance; regression based combination where constituent forecasts are used as regressors; and the optimal model where weights are assigned based on covariance. De Menezes et al. (2000) has provided a practical guideline for using different linear forecast combinations based on variance, skewness and serial correlation as evaluation criteria. According to their suggestion outperformance and simple average combinations work better for small sample size while optimal and regression based combinations are better for large samples.

The nonlinear forecasting are generally multistep processes which may employ different techniques such as using a quadratic equation to fit results of multiple models or classification techniques to group the results into different categories. Table 3 provides details of research papers that worked with forecast combinations.

D. Forecast Evaluation Techniques

Forecast evaluation techniques are run on test datasets to identify how much the predictions deviated from the observed values. Forecast evaluation or goodness of fit tests are key elements in measuring the success or failure of forecast models. Therefore they deserve mention even if quite briefly. However forecast evaluation techniques do not measure success or failure in absolute terms but are used to compare performances of forecast models...
against each other. Some of the most common and simplest techniques are Mean Absolute Error (MAE), Mean Absolute Percentage Error (MAPE), Root Mean Square Error (RMSE), Sum of Squared Error (SSE). R Squared is also a common technique to evaluate models. R Squared compares the fit of the chosen model to with a horizontal straight line. In case of non stationarity in the time series, a Stationary R Squared is used. The Autocorrelation Function (ACF) and Partial Autocorrelation Function (PACF) of the residuals are often used to identify whether model has correctly explained the time series. Akaike Information Criterion (AIC) and Bayesian Information Criterion (BIC) are two other techniques used widely as goodness of fit measures. With all these techniques available, it remains to the researcher to adopt one of those to evaluate the results of forecasting. It is also common to use other econometric technique such as Theil’s Inequality Coefficient for the purpose of evaluation. Papers by Wickham (1995), Usman (2003), and Fildes et al. (2011) provided detailed explanation of forecast evaluation techniques. In the context, Hyndman and Koehler (2006)’s short paper is also worth reading, a comparative study of goodness of measures. It also introduced a new technique called Mean Absolute Scaled Error (MASE). From our collection, we shortlisted all the papers which have clearly mentioned the use goodness of fit measures to evaluate their models and listed them in Table 10. RMSE, MAPE and MAE are found to be the most common choices.

However, whatever measuring technique be adopted, the model should consistently produce same results, given the same set of data. This is termed as reproducibility. Some models, however, such as Neural Networks, may tend to produce different results in each individual run but may converge to a mean over a number of runs. These are known aberrations and can easily be rectified by averaging results of multiple runs. However, in general, reproducibility means that under the same environment, results should not vary. We refer to Boylan et al. (2015), which points out that analysis techniques such as interpretation of data, application of model or usage of different software also play significant role in producing different results for the same dataset. It is therefore imperative to document and rationalise every step of analysis process.
Table 10: Forecast Evaluation Methods Used

<table>
<thead>
<tr>
<th>References</th>
<th>Methods Uses</th>
<th>References</th>
<th>Methods Used</th>
</tr>
</thead>
<tbody>
<tr>
<td>Carson et al. (2011)</td>
<td>MAE, RMSE</td>
<td>Profillidis and Botzoris (2007)</td>
<td></td>
</tr>
<tr>
<td>Fildes et al. (2011)</td>
<td>Root Mean Square Percentage Error (RMPSE), Geometric Root Mean Square Error, Mean Absolute Scaled Error, Geometric Mean Relative Absolute Error.</td>
<td>Samagaio and Wolters (2010)</td>
<td></td>
</tr>
<tr>
<td>Lemke and Gabrys (2008)</td>
<td>MSE, MAPE</td>
<td>Xie et al. (2013) RMSE, MAE, MAPE</td>
<td></td>
</tr>
<tr>
<td>Ma et al. (2014b)</td>
<td>SSE, MAE, RMSE, MAPE</td>
<td>Zickus (1998) Revenue performance</td>
<td></td>
</tr>
</tbody>
</table>

3.2.8. Review Papers

The review paper by McGill and Van Ryzin (1999) is worth mentioning, in the context, because of the extensive works they have done. The paper discussed forecasting research from the revenue management perspective and listed important forecasting papers during the period 1958-1999. The paper also listed papers on overbooking during the same period. Among other
issues that are discussed are aggregating and disaggregating the forecasts and demand unconstraining. The authors also concluded on the importance of manual intervention in case of market changes. It is interesting to note that the authors expressed regret that they were unable comprehend research trends due to reluctance of airlines to share information. Twenty years on, we still find the lack of information sharing within the community, a theme which we will return to, in the conclusion.

4. Conclusion

4.1. Implications for Practice

With a multitude of forecasting techniques to choose from, the question that occurs first, is that of what method to use. There is no definitive answer considering that fact that there are many ways to approach a problem and each way has its own pros and cons, for example some methods are easier to implement, others are more accurate while some others can handle some certain real life problems better. However the research papers do provide a direction to assist the readers to take a decision on their own forecasting practice. While the corporate analysts looking for a quick solution may use the conventional methods, those who are already familiar with existing methods, may want to explore into latest research works.

a. Short term forecasting - The majority of short term forecasting is done to understand journey specific booking curves. Typically, the purpose of the forecast engine is to support the revenue management system. The most commonly used method is the Pickup model, of which the Advanced Pickup variant is concluded to be the most successful one. For those who want to set up a forecasting tool without hassle, we recommend Pickup forecasting. ETS would be our next choice in terms of complexity. In short term forecasting there is often a very short trail of historic data. In those cases ETS and Pickups are better tools for forecasting. AR, ARMA or ARIMA models need more efforts to implement but are often the choices of experienced practitioners. Among other models, Tsai et al. (2009) has shown that Neural Networks can be used successfully in short term forecasting. There are also some non conventional approaches as well, that are worth considering. Ma et al. (2014a), for example, has used a clustering algorithm to generate a booking curve forecast. Tsai (2014) has taken a very similar approach but used case based reasoning to forecast a booking curve from initial booking. The process has a 4 step algorithm, which works on the basis of a similarity
evaluation between the current booking pattern from initial booking to the
current point and the set of historical bookings with similar patterns. The
new booking curve is then generated through weighted combinations of those
historical booking patterns.

b. Medium and Long terms forecasting - The methodologies for these
sections are numerous, specially when there is enough base of historic data
to train a forecast model. Conventionally Holt Winter’s method provide ac-
ceptable results for seasonal forecasting, specially with a damping parameter
added. Box Jenkins airline ARIMA model is also a popular among users.
Neural Network and Kalman Filters are also used with success. With ad-
vanced computational power in last two decades, several other options have
opened up. Computationally intensive Neural Network models such as Mul-
tilayer Perceptrons also gained popularity among researchers in recent years.
In another example, Xun et al. (2015) used Hadoop based computational ar-
chitecture in particle swarm optimization (an iterative stochastic algorithm,
modelled after bird flocking behaviour) prior to SVM regression. Among
other newer techniques that have attracted interests from researchers are the
Grey Model time series and the Fuzzy Logic time series.

However, from the aspect of real world problems, there are some more
concerns that need to be addressed. They are, for instance, handling of so-
cial, cultural events such as Christmas, trading days and week days, moving
holidays such as Easter. While multiple regression equations with dummy
variables can be used to resolve this kind of problems, more tedious approach
would be algorithms such as X-12 ARIMA or TRAMO which are more flex-
ible in handling moving holidays.

c. Econometric forecasting - These models are used to forecast passenger
demand between an origin and a destination for a scheduled service such
as train service or flights. Logit models, specially nested logit models are
used, often as a composite model along with other econometric models such
as gravity models. These models are found to be useful in forecasting the
utility of a long term infrastructure building project such as building a high
speed rail network between two cities.

d. Expert Judgment in forecasting - This is another very important as-
pect to forecasting apart from the forecasting model itself. Statistical models
cannot look beyond historical data and therefore are completely unaware of
current conditions. In practice, a route analyst observes the all the extrane-
ous factors that can affect passenger demand on a certain route and provide
corrections to that demand. In our study we found two examples of such
study. In cruise line Kollwitz and Papathanassis (2011) aptly exemplified why Delphi approach is needed to choose itineraries that attract maximum passenger demand. The other one, by Mukhopadhyay et al. (2007), explains usage of expert judgement on top of statistical forecast to include market factors. Apart from external factors, the promotion campaigns also have huge effect on demand and therefore needs to be anticipated by route analysts and has to be applied on modelled prediction. Analysts should also smoothen the singular spikes and troughs in the observation data that are fed to the models, else models may provide biased forecasts.

e. Passenger Choice Analysis - This is a fast growing field of study in passenger transportation industries and is worth mentioning. This analysis identifies the passenger preferences to build his/her itinerary when there are multiple alternatives to choose from. Identifying the passenger’s preferences beforehand not only aids in forecasting but also helps the planners to design route and capacity plans centered around those preferences. Traditional method of doing the analysis is choice based modelling, as described earlier. However computation intensive pattern recognition techniques are also recently applied to build correlation matrix. For a practitioner, one good read to start with is Hess (2010).

It is worthwhile to note here that consumer behaviour has become markedly changed in the last decade. Internet boom, recession and business competitions are some of the many external factors that have made consumers more selective and prudent. Historical data therefore plays a considerably smaller role in predicting demand and newer techniques are being adopted to guide the industry to predict consumer behaviour. Romero Morales and Wang (2010) have studied using data mining techniques to identify past behaviour of passengers to predict cancellation and no-show. Game theory, such as in Isler and Imhof (2008) is increasingly being used to identify the outcome of competition between airlines in reducing seat fares. Currie and Rowley (2010) in their overview study have pointed out that Semantic Web (structured and machine readable world-wide web) may be one of the possible ways to collate external data to feed into revenue management system. For individual buyers, applying segregation techniques such as those adopted by credit scoring companies may produce insights into buying behaviour, the paper suggests. Needless to say, there are numerous open questions and therefore research opportunities in this area of study.
4.2. Recommendations for Research

There are many open questions for research which we have identified in this paper, such as, how best to forecast demand including the holidays, specially the moving holidays like Chinese New Year or Ramadan, how to incorporate expert judgement in demand forecast when historical forecast cannot be relied upon due to market changes, what is the theoretical basis for combining forecasts and what combination method is the best choice.

However, we are principally concerned that overall the research initiatives are disjoint and lack smooth progress in this domain. Our major concerns are lack of organization in research documentation, incomplete evaluation with standard models and lack of standard test data. In our table of comparative study research (2), we found no two research papers have same dataset. Whereas two different studies on same dataset could provide some link between the studies, different datasets make the studies completely disjoint. There is one exception we noticed, MIT brought some leading names in Airline industry to come together and share data to build a simulator testbed (PODS). This paid off immensely as MIT labs produced brilliant thesis papers for past two decades. Unfortunately PODS is licensed solely to MIT researchers. We believe, research initiatives are seriously restricted as there remains no common ground to test new methodologies. Moreover, several research papers we studied, avoided comparison of their proposed models with conventional models.

In order to overcome the issues stated above and provide the research initiatives proper structure, we are putting forward two proposals to the research community to overcome those issues stated above.

4.2.1. Proposal 1: Standardized dataset

We suggest that standardized datasets be created for the sake of future researchers. Proposed models can be run on these standardized datasets and tested and benchmarked for future use. A newer model can run against those benchmarks and evaluate itself before running on new data sets. In this way new datasets also would become calibrated. We have observed that some of the research works are done by using the data made available by US Bureau of Transportation Statistics. Prepared datasets extracted from these data can be preserved and used further. US Airways data published by Box and Jenkins in 1975 is another such dataset which is used by many researchers. To start such an initiative on a broader scale we are inviting
all researchers to share their existing work. As a first step, we have contacted several authors whom we cited in this review papers with a request to share their datasets, but have not received any positive reply. We decided to set an example ourselves and uploaded a recent dataset (Banerjee (2017), http://dx.doi.org/10.15129/80f59eac-ffe-4397-a57e-75eaf78ca233) of almost one million customer booking transactions from a transportation company. In this context, we also believe that industry leaders also can pitch in and provide datasets, desensitized and anonymized, which will in turn support their cause by bridging the academia - industry gap.

4.2.2. Proposal 2: Standard Template of Article

It is evident that, in absence of a standard template, the research papers often miss some vital points that need to be reported to the user. Several papers such as Wickham (1995) or Zeni (2001) did emphasize on the importance of proper structure of a report. We have collated all those information into a checklist that can be used as a baseline for standardizing a research paper on demand forecasting. Given in the Appendix A is an example of the checklist. The checklist is self explanatory and is divided into several sections addressing to each section of a standard article. Similar research reporting checklists are available in other areas of science. CHEERS (http://www.equator-network.org/reporting-guidelines/cheers/) for health economics, is one such example. Checklists help in standardising the report and ensures replicability of the reported results. Reliable research publications are stepping stones to future research initiatives. Our checklist questionnaire or suggested structures are not binding but they were designed to ensure the reliability that a future researcher would ask for. We do not want to constrict the researcher’s freedom by this checklist, the researchers may design their own reporting structure and merely reply to the questionnaire only. Unlike other checklists we have encountered, this is not a to-do list, but rather a set of simple questions which act as a guiding line. We do not expect all questions to be answered affirmatively, but even a negative answer to a question qualifies the paper by making it more structured and comprehensible.

To sum up, the amount of research on demand forecasting in transportation industry is huge and diverse and we are sure to witness far more research in this domain in near future. However research papers are hard to compare with each other and therefore the accumulation of knowledge is unnecessarily difficult and slow. The research community should therefore consider carefully to resolve these limitations in their future work.
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5. Appendices

5.1. Appendix A - Checklist Template

Table 11: Checklist

<table>
<thead>
<tr>
<th>No.</th>
<th>Section</th>
<th>Recommendations</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Title</td>
<td>Does it clearly describe the study?</td>
</tr>
<tr>
<td>2</td>
<td>Abstract</td>
<td>Does it include summary of objective, summary of dataset, forecast models used, key observation of the analysis and conclusion drawn thereof?</td>
</tr>
<tr>
<td>3</td>
<td>Introduction</td>
<td>Does it include clear explanation on the background scenario, purpose of the forecasting study and scope of the study?</td>
</tr>
<tr>
<td>4</td>
<td>Literature Review</td>
<td>Does it include i) An overview of the existing literature?</td>
</tr>
<tr>
<td></td>
<td></td>
<td>ii) An explanation on the value addition of the current research to the existing research work?</td>
</tr>
<tr>
<td></td>
<td></td>
<td>iii) Justification and evaluation the model(s) chosen to benchmark the current study?</td>
</tr>
<tr>
<td>5</td>
<td>Methodology</td>
<td></td>
</tr>
<tr>
<td></td>
<td>a. Model Definition</td>
<td>i) Are mathematical representations of proposed model(s) and benchmark model(s) given.</td>
</tr>
<tr>
<td></td>
<td></td>
<td>ii) Are all input parameters mentioned and explained?</td>
</tr>
<tr>
<td></td>
<td>b. Data Definition</td>
<td>i) Does the data description include a. details of data in terms of origin, destination, network types, trip(flight) schedules.</td>
</tr>
<tr>
<td></td>
<td></td>
<td>b. Vehicle capacity and travel classes for each trip.</td>
</tr>
<tr>
<td></td>
<td></td>
<td>c. Booking request details for each trip.</td>
</tr>
<tr>
<td></td>
<td></td>
<td>d. Volume of past records in months, years.</td>
</tr>
<tr>
<td></td>
<td></td>
<td>ii) Is the data aggregated in any manner for the study?</td>
</tr>
<tr>
<td></td>
<td></td>
<td>iii) Is the demand unconstraining technique explained?</td>
</tr>
<tr>
<td></td>
<td></td>
<td>iv) Is there a price elasticity effect observed on the demand?</td>
</tr>
<tr>
<td></td>
<td></td>
<td>v) Is there any combination function involved?</td>
</tr>
<tr>
<td></td>
<td>c. Model Performance</td>
<td>Are model performance evaluation methods explained?</td>
</tr>
<tr>
<td></td>
<td>Evaluation</td>
<td></td>
</tr>
</tbody>
</table>
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<table>
<thead>
<tr>
<th>No.</th>
<th>Section</th>
<th>Recommendations</th>
</tr>
</thead>
</table>
|     | d. Analytical Process | i) Is the size (in number of observations) and periodicity of training dataset required for forecasting process mentioned?  
ii) What is the size of look ahead prediction period (one step ahead, two step, three step)?  
iii) Will the model parameters be changed dynamically or fixed for all through the study?  
iv) Is the seasonality handled?  
v) Are fixed date holidays handled?  
vi) Are sliding holidays (or lunar calendar holidays) handled?  
vii) Are strikes, market changes and other exigencies handled?  
viii) Is there a scope for including expert judgment into the analytical process?  
ix) Is this forecast a roll forward, or with a fixed training period and a fixed test period? If fixed, is it mentioned how much percent of data used to train and how much to test? |
| 6   | Analysis      | a. Report of the result  
i) Are there table(s) noting the performance of the proposed model with benchmark at the desired level of aggregation?  
ii) Is there any explanatory note on the overall performance of the model?  
iii) Is there an evaluation of consistency and robustness of the model, in case of unanticipated changes in observed values? |
|     | b. Forecast Accuracy and Uncertainty | i) Is the level of forecast accuracy economically viable for system?  
ii) Is there a study included on measurement of uncertainty and prediction of confidence intervals? |
|     | c. Summary of Results | Is there a summary note mentioning the main points of results analysis?  

Continued on next page
Table 11 – *Continued from previous page*

<table>
<thead>
<tr>
<th>No.</th>
<th>Section</th>
<th>Recommendations</th>
</tr>
</thead>
<tbody>
<tr>
<td>7</td>
<td>Conclusions</td>
<td></td>
</tr>
<tr>
<td></td>
<td>a. Key Findings</td>
<td>i) Are key findings mentioned?</td>
</tr>
<tr>
<td></td>
<td></td>
<td>ii) Is the model deemed fit to integrate into the system that it is designed for?</td>
</tr>
<tr>
<td></td>
<td>b. Limitations and Generalizability</td>
<td>i) Are the limitations of the model discussed?</td>
</tr>
<tr>
<td></td>
<td></td>
<td>ii) Can this model be extended to control at least partially, the limitations?</td>
</tr>
<tr>
<td></td>
<td></td>
<td>iii) Can this model be replicated for application in similar industry? and other domains of industry?</td>
</tr>
<tr>
<td></td>
<td>c. Future directions</td>
<td>Is it explained how current study can be further extended?</td>
</tr>
</tbody>
</table>
5.2. Appendix B - Search Criteria

**TOPIC:** (Airline or Transportation or Rail or Railway or Bus or Road or Ferry or Ferries or Cruise)

Excluding following pattern from TOPIC (Thermal or Wind or Electric* or Emission or Chemistry or Weather or Tax or Energy or Safety or Toll or Spatial or Migration or Climate or Weather))

Refined By: *TOPIC:* (Forecast*)


Figure 6: WOS Query
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