31 456 Applied Econometrics

Second Assessment Exercise 2004/2005 

The assessment exercise covers the material discussed in the entire course, but focuses particularly on the topics that deal with unit roots and cointegration. The data set is contained in an Excel file called applied*.xls and consists of two time series x and y. This data set must be used in answering Sections B-D. The actual file will have a different letter for each one of you instead that the generic * at the end of the name. This indicates that the files are different from each other and you should not obtain the same results. 

Section A requires you to generate the time series models requested. These time series models should all be generated within the Excel file applied*.xls. Ensure that, in generating these time series models, the generated time series have the same length and frequency as the two original series in the Excel file. 

When you have generated all six time series as required in Question A.1, you should save the edited Excel file, start GiveWin, read the newly saved Excel file into GiveWin, and then save the file as a GiveWin/PcGive file with the name applied*.in7. We advise you to do these tasks soon after the exercise has been distributed, so that any problems in downloading or reading the data become known to you in good time.

A listing of the generated time series models must accompany your submitted work. You must also submit on disk a copy of the PcGive file you used to complete the exercise, including all variables that you generated in the process. The (provisional) deadline for submission of your completed work is Friday 18th March 2005. 

Some Guidelines
1.  Marks will be allocated on the basis of clear presentation of results and lucid explanation of these obtained results. You should not that a very high weighting will be given in the allocation of marks to evidence that you:

· understand the techniques employed;

· can justify the techniques you have chosen and appraise their strengths and limitations (where appropriate);

· can communicate results clearly and concisely to the reader.

2.  The 100 marks available for the whole coursework will be allocated to the four sections as follows:

Section A: 20 marks 

Section B: 25 marks 





Section C: 30 marks 

Section D: 25 marks

3.  Only final results should be presented in the main body of the text. Intermediate results and steps (along with the listing of the generated time series models) should be placed in appendices and properly referenced in the main body of the text.   

4.  When conducting a formal hypothesis test, you must explain the null hypothesis that is being examined and the alternative hypothesis. Presenting such results in tables may be very useful and aid your presentation. 

5.  All work is to be done using Excel and PcGive.

6.  Your assessment essay must be submitted in word-processed form. Hand-written essays will not be accepted.

A. Generation of various time series and discussion of their properties

A1. Working within Excel, generate the following time series models:

1.  at = (t , (t ~ N(0, (2 = 1) 

The random variable (t should be generated using the random number generator in Excel. This is found under Tools. Select Data Analysis, then Random Number Generator. Ensure you select an appropriate random number generator from those available. Use the seed number 1 in generating the series. Whenever subsequent parts of this exercise require a series (t to be generated, use this series generated in A1.1.

[Note: If Data Analysis is not available under Tools, you will need to load this facility from Add Ins. If necessary, see one of the course lecturers to find out how this can be done].

The following models should all be generated within Excel using appropriate formulas, in conjunction with the Fill Down command:

2.  bt = bt-1 + (t , (t ~ NID(0, (2 = 1) 

3.  ct = 0.4t  + (t , (t ~ NID(0, (2 = 1) 
4.  dt = 8 + 0.6 dt-1 + (t , (t ~ NID(0, (2 = 1) 
5.  et = (t + 0.4(t-1,  (t ~ NID(0, (2 = 1) 
6.   ft = t(t , (t ~ N(0, (2 = 1)
For the time series models that have to be simulated, use an initial starting value of 0.2.
At this point in the exercise, you should save the data file. Then start GiveWin, read the Excel file into GiveWin, save the file in GiveWin format, and from then on work within the GiveWin/PcGive package.

A2. Explain whether each of the above time series is stationary or not.

A3. Plot each of the above time series against time and comment on these plots.

A4. Plot the sample autocorrelation function of the above time series and comment on them. 

B.  Testing for Unit Root in Time Series

B1. Following an appropriate model selection procedure, conduct Dickey Fuller (DF) and/or augmented Dickey-Fuller (ADF) t-type tests for the provided time series x and y, and explain your findings. You should also use the Dickey-Fuller (1, (2, and (3 F-type tests to support your findings. (N.B. You need to place in the appendix the actual regression model(s) which was (were) estimated to obtain your test statistics.)

B2. Discuss the main limitations of these unit root test procedures.

C.  Estimating a long-run cointegration equation and testing for cointegration

C1. Using the full sample of observations estimate by OLS the cointegration regression equation of  y on a constant and x.

C2. From the results of your unit root tests in section B is there any possibility of finding a cointegration relationship between x and y?

C3. Use the CRDW test statistic to test for cointegration between x and y. Explain your findings. Discuss the limitations of the CRDW test for cointegration and demonstrate how these limitations may be relevant to your results. 

C4. Use the CRDF test statistic to test for cointegration between x and y. Explain your findings.

C5. Plot the regression residual series. Explain the significance of this plot in relation to your findings in C3 and C4 above.

C6. Plot the autocorrelation function of the regression residual series. Explain the significance of this correlogram in relation to your findings in C3 and C4 above.

C7. Explain what is meant by “spurious regression” and discuss its main consequences.

D. Estimating a dynamic error-correction model using the second step in the Engle-Granger two-step procedure

D1. Using the largest sample of observations possible, set up and then estimate by OLS a general dynamic model in error correction form, as suggested by the Engle-Granger two-step procedure. Call the residuals from C1 “ECMt” (t=1,..,T) and use these as estimates of the disequilibrium errors (the error correction term).  Include five lags of (Yt and (Xt in the initial, unrestricted dynamic model, which should therefore be of the form:




In all subsequent regressions, keep the same sample period as in step D1.

D2. Use a general-to-specific modelling procedure to obtain a parsimonious and statistically well-specified restricted model from that estimated in D1.

D3. Comment on the meaning, interpretation, plausibility and statistical significance of the parameter ( or its OLS estimate.

D4. Carry out a set of misspecification tests to assess the statistical adequacy of the final, restricted model and discuss the results. 

D5. An alternative method of obtaining long run and short run/dynamic adjustment parameters has been proposed. In the present context, this involves estimating the model




Estimate this model, obtain a parsimonious restricted version of it, and compare the estimates of the long-run relationship implied by that parsimonious model with those from C1 and D1 above. 

D6. Discuss the main advantages and disadvantages of the Engle-Granger two-step procedure for testing for co-integration. Outline an alternative procedure that you might use to test for the number of cointegrating relationships among a set of time series.

_975227810.unknown

_975227808.unknown

