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APPLIED ECONOMETRICS: COMPUTER SESSION 1

1. Download the data file NIC1.XLS from the course web site http://homepages.strath.ac.uk/~hbs96127/outline.htm



2. This file contains the following variables:

G       

Total Government Consumption 1985  £m

PC      

Consumers' Expenditure Deflator 1985=100

VCE      
Consumers' Expenditure  £m

VGFW     
Gross Financial Wealth (Personal Sector)  £m

VHW      
Value of Owner Occupied Housing Stock  £m

VNFW   
Net Financial Wealth (Personal Sector)  £m

VPDI     
Personal Disposable Income  £m

WTI
      
World Trade Index (1985 Prices, 1985=100)

You will also see three dummy variables that you can ignore for now.

3. Our next task is to read this data into GiveWin (the data handling front-end module of the PcGive programme), and then to save the Excel file in GiveWin format.

4. To do this, start a GiveWin session by clicking on the GiveWin icon. Select File then Open, to read in the Excel file NIC1.XLS. A new window should appear with the name NIC1; maximise this window to see data the file contains.

5. Select File, then Save as. Choose file type GiveWin data for the format in which the file is to be saved, giving it the name NIC1 again. Select the whole database over the whole time period to be saved. When the file is saved, it will automatically be given the extension “.in7” which denotes a GiveWin file.

6. Now minimise the NIC1 window; you should be in a Results window. This keeps a record of all your commands and the results of those commands. You should save this at regular intervals to avoid losing your results.

7. It is necessary now to do some data transformations. The transformations can be done using the batch file NICBAT1.FL, also found on the course web site. To implement the transformation, select Tools, then Batch Editor. Then select Load; and load the batch file. Choose Run to implement the batch file. Finally, close the Batch window. Your results file should show a record of all the transformations that have been completed. (Check by scrolling up the screen). 

8. When all these transformations are complete, save your transformed data file as a PcGive file named NIC2.  From now on, work with this new transformed file.

9. Details of the transformations that have been accomplished are given in the following box.

THE TRANSFORMATIONS UNDERTAKEN BY THE BATCH FILE

You will be working with variables measured in "real" terms, at constant 1985 prices. Variables measured in current  £m therefore have to be deflated.

CE=100*VCE/PC     
Real Consumers' Expenditure       
1985  £m

Y=100*VPDI/PC       
Real Personal Disposable Income   
1985  £m

GFW=100*VGFW/PC    
Real Gross Financial Wealth        

1985  £m

NFW=100*VNFW/PC     Real Net Wealth                    

1985  £m

HW=100*VHW/PC       
Real Housing Wealth                

1985  £m

We want to look at different measures of personal sector wealth. An obvious distinction can be made between financial components of wealth (cash, bank/building society deposits, stocks and shares etc.) and physical wealth (primarily housing). Net Wealth is simply Gross Wealth less Debt, so Total Debt can be defined:

DB=GFW‑NFW         
Total Debt                            
 
1985  £m

A broad measure of net wealth is then given by

NW=GFW+HW‑DB        Net Wealth (Financial + Housing)        
1985  £m

A narrower purely financial concept of net wealth is given by NFW   (see above). 

The remaining transformations  done by the batch file simply  involve  taking  logs  of  these variables  and  generating  the  first  and  second  differences  of  the variables, e.g. 

LCE=LOG (CE), DLCE=LCE‑LCE(‑1), DDLCE=DLCE‑DLCE(‑1)...

MAIN PART OF EXERCISE:

(1) Select Modules, Start PcGive, Model, Formulate. We wish to estimate by OLS the regression of LCEt on an intercept, LYt, LYt-1, LYt-2, LYt-3, LYt-4, LNWt, LNWt-1, LNWt-2, LNWt-3, LNWt-4, LCEt-1, LCEt-2 , LCEt-3 and LCEt-4 . Set the sample period as 1970 Q1 to 1990 Q4, and select 8 as the number of observations to be retained for prediction failure testing/forecasting purposes. To do this, proceed as follows. Set the number in the bottom right hand corner dialogue box to 4 (to indicate that we want lags of each variable up to order 4). Mark LCE, then select Add. Note that a constant is automatically included, and that LCE appears with E written next to it. E denotes endogenous variable; i.e. it is the dependent, or left-hand side, variable. Then select and mark LY and LNW.  

(1b)  Select OK, then OLS, specifying the sample 1970Q1 to 1990Q4, and keeping the last 8 observations for forecasting. Accept the default selections for Graphic Analysis. Then OK should send results to your Results file, and will also generate a set of graphs. These can be saved for printing later, or written into a file for later use. If the Copy command is used, the graphs can be pasted into a Word file.

(2) Conducting misspecification (diagnostic) tests at a 5 percent significance level, what inferences do you draw regarding the adequacy of the model specification? [To do this, we can make use of a variety of test statistics and other test output. The results we have already obtained give us two forms of parameter constancy test: the so-called Forecast test and the Chow test. To obtain some others, select Modules, PcGive menu, Test, Test Summary. This will give us a serial correlation test statistic (labelled AR 1-5), an ARCH statistic (ignore this for now), a heteroscedasticity statistic (labelled Xi^2), a normality statistic, and a functional form (RESET) statistic. If we select Graphic Analysis from within the test menu, then Residual density, a histogram of the residuals can be obtained

(3) You have already obtained a plot of the residuals from the regression in (1). You will see that there are a few relatively large residuals (including ones in 1979 Q2 and Q3, in 1980 Q4 and in 1988 Q1). These probably explain the large and significant value for the normality statistic.

(4) Re-estimate model (1), but this time including three dummy variables - DD792, D804 and D881 - as additional regressors. What effect does the inclusion of these dummy variables have on the regression equation you estimate? What effect does the inclusion of these dummy variables have on the adequacy of the statistical specification of the model?

(5) Estimate by OLS the regression of DLCE on an intercept, DLYt, DLYt-1, DLYt-2, DLYt-3, DLNWt, DLNWt-1, DLNWt-2, DLNWt-3, DLCEt-1, DLCEt-2 , DLCEt-3 , LYt-1, LCEt-1 , LNWt-1, and the three dummy variables. Keep the same sample period as used in step 1.

(6) Compare your regression results from the regressions done in steps (1) and (5). Look at the residual sum of squares, and at the coefficient estimates and standard errors. Some of these are identical in the two regressions. This happens because (5) is simply a “reparameterised” form of that estimated in (1).  Try to convince yourself of why this is so.

(7) From the regression output from step (5), obtain the long run (static) equilibrium solution to this model. [You will need to calculate this manually from the regression output; PcGive’s in-built facility to calculate long-run solutions is no use here, as the regression model contains a mixture of terms in levels and differences.]

(8) From within the hypothesis testing menu, use serial correlation tests to test for first through to eighth order disturbance serial correlation.

(9) Look at the estimated coefficients on the three dummy variables. You will see that they are all approximately equal in absolute value, but one is of opposite sign to the others. So writing these three parameters with their individual coefficients as

(12 DD792 + (13 D804 + (14D881

this suggests that we may be able to impose the following two restrictions

(12 = -(13 = (14
which, if accepted, means we could impose these restrictions and estimate a restricted model.

(10) To test the two restrictions, select the Test menu, then General Restrictions, then type into the restrictions window

&12 +&13 = 0;

&12 - &14 = 0;

You should obtain an insignificant Wald test statistic so the restrictions are acceptable.

(11) Construct a new composite dummy variable, defined as 



DUM= DD792-D804+D881. 

Re-estimate the previous regression, including the composite dummy variable DUM but excluding the three dummies DD792, D804 and D881. Ensure that you understand why doing this is equivalent to imposing the two restrictions on the regression model. Intuitively, note that we have 2 fewer variables in the model now, corresponding to the two restrictions that have been imposed.

(12) An alternative, and very convenient, method is available for conducting tests of model restrictions in PcGive. In the PcGive menu, select Model then Progress, then OK. A list is given of each regression undertaken in any given session at the computer. These are listed  together with F test statistics which enable you to ascertain whether the restrictions in going from one model to another are statistically acceptable. The output can also be used to test for the validity of a whole set of restrictions imposed in a series of sequential simplifications. Use this Progress facility regularly in your econometric work.

(13)  Using t tests and F tests, and beginning from the model estimated in Step (10) in which the variable DUM is included, search for a simpler, more parsimonious  specification in which redundant variables are excluded from the regression model. Do not exclude the three variables which enter in lagged levels (that is, do not exclude Lyt-1,  LNWt-1, and LCEt-1). You will see that these do become statistically significant as the model is simplified. They are necessary in order that the model has a long run equilibrium solution in this error-correction parameterisation.  A hint: Define a new variable DDLY(-1) = DLY(-1)-DLY(-2). Look at the coefficients on DLY(-1) and DLY(-2), and see whether a restriction can be imposed that allows you to replace these two variables by DDLY(-1). Check the validity of the restrictions at each step using the Progress facility.

(13) What is the long run equilibrium solution to your final estimated model? 







