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APPLIED ECONOMETRICS: COMPUTER SESSION 3
INSTRUMENTAL VARIABLES ESTIMATION 
1. For this exercise, you will need to load your latest saved version of the GiveWin/PcGive file (probably called Nic3.in7 or something similar). To ensure comparability with previous estimation results, once again do all regressions using the sample period 1970q1 1990q4, and again retain the final 8 observations for prediction purposes.

2. For later steps in this exercise, you will need to construct four more variables:

LG = log(G)

LWTI = log(WTI)

And then

DLG=LG-LG(-1)

DLWTI = LWTI-LWTI(-1).

To obtain these, select Calculator from the Tools menu, mark the variable G in the right-hand side variables listing box, then click on the log button. Click on the = button in the calculator, and accept LG as the name for the transformed variable. Use a similar procedure to obtain LWTI. 

The variables DLG and DLWTI are first differences. These can be obtained using the diff button in the calculator.

3. Having added some more variables to your GiveWin/PcGive file, it is a good idea now to save the updated data file under a new name, say Nic4.in7.

4.  Estimate by OLS the model
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5. Note that, by definition,  (LYt =LYt –LYt-1.  Therefore the variable DLYt contains the current value of the logarithm of disposable income. Economic theory (for example an IS/LM model) suggests that LY and LCE might be simultaneously determined. Therefore, DLY is, at least potentially, an endogenous variable. As such, it might be correlated with the equation disturbance term, thereby not satisfying the orthogonality assumption of OLS. In that case, the OLS estimator will not be consistent. Logic suggests that we should re-estimate the model using the instrumental variables estimator (GIVE, or just IV for short).

To do this, some prior preparation is required. First, we need to tell PcGive which variables we wish to use as instruments for DLY, and also to tell PcGive about the “status” of the variables in the model. Return to the Formulate model box, and add four new variables (instruments for DLY):

DLG(-1), DLG(-2), DLWT(-1), DLWT(-2).

6. Next mark these four variables, and click the Instrument tab on the left-hand side; an I will appear alongside their names to tell the package that it is to treat these four variables as having the status of instruments. Then select DLY, and mark it as Endogenous. Note that there will now be two endogenous variables in the model.

7. Now choose Model, Estimate, Instrumental Variables. The regression output will automatically provide Sargan's test statistic for the validity of the instruments selected, labelled as “Specification”. If this test statistic is insignificant, we have chosen valid instruments. Use this statistic to test (at the 5% significance level) for the validity of these instruments. 

8. Test for serial correlation in the residuals for orders 1, 4 and 8.

9. Establish, using a Wu-Hausman test, whether it is necessary to use an IV or OLS estimator for the equation of interest. To do this, perform the following steps:

(i) Run a regression of the potentially endogenous variable, DLY, on all the remaining regressors of the original model (the one estimated in step 1) and the four chosen additional instruments. Ensure that you clear the Instrument status from the four instrumental variables when you formulate the model.

(ii) This is a reduced form regression and may be estimated by OLS. Save the residuals as a series labelled RESFIT. To do this, select Test then Store in Database.  (To check that the regression equation you have run is the correct one, note that the regression output is automatically given by PcGive; however, it does not seem to be possible to save the residuals automatically).

(iii) Re-estimate (using OLS) the original regression model. Then do an Omitted Variables test (from within the Test menu), adding RESFIT as an additional regressor. The Wu-Hausman test statistic is the LM statistic presented in the output. 

If the F statistic is not significant (at the chosen significance level), the inference you should draw is that there is no evidence of correlation between the equation disturbance term [in the original regression model] and the variable DLY. This, assuming that the regression model is not misspecified in any other way, validates the use of the OLS estimator.  OLS and IV are both consistent; however, OLS is efficient but IV is not efficient in these circumstances. 

If the F-statistic is significant (at the chosen significance level), the inference you should draw is that that there is evidence of correlation between the equation disturbance term [in the original regression model] and the variable DLY. Then the OLS estimator is inconsistent, but IV is consistent, and so is the preferred estimator.

Note one other interesting outcome of this. The OLS parameter estimates of the original model plus the variable RESFIT (ie what you obtain in the regression output when you do the variable addition test) give identical estimates to those obtained by the IV estimation of the original model. This illustrates the result that it is possible to give an interpretation of IV in terms of a two-step OLS procedure.
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