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UNIVERSITY OF STRATHCLYDE

APPLIED ECONOMETRICS LECTURE NOTES

ECONOMETRIC  MODELLING:  THE HENDRY APPROACH, AND THE 'GENERAL  TO SPECIFIC' PROCEDURE.                     

(A) SETTING THE SCENE: THE  PROBLEM
ECONOMIC THEORY
Suppose that economic theory suggests that an equilibrium relationship 
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exists between the two variables Y and X. 

OUR OBJECTIVES

· To establish whether the hypothesised economic relationship is supported by empirical evidence.

If such support is found:

· To obtain 'good' estimates of the unknown parameters (1 and (2 (and possibly of some other parameters which will be defined shortly).

· To be able to test hypotheses about the unknown parameters or to construct confidence intervals surrounding our estimates.

· To use our estimated regression model for other purposes, including particularly

1. forecasting

2. policy analysis/simulation modelling.

[B] SINGLE EQUATION ECONOMETRIC MODELLING AND THE REQUIREMENTS OF A GOOD ECONOMETRIC MODEL
In these notes, we are principally concerned with the econometric analysis of economic time series - observations on each element of a set of variables over a succession of time periods. Many of the key issues and results relating to the analysis of cross-sectional series are the same as those we cover here. But in this course we do not attempt to deal with some of the specific problems arising in cross-sectional analysis.

Our objective should be to construct, estimate and carry out testing in the context of a 'good' econometric model. What are the fundamental requirements of an 'adequate' econometric model? The requirements given by David Hendry, one of the leading authorities in this area, are presented in the following list. We may regard the list as forming an agenda of concepts to be explored (and applied) as this course proceeds.

(1)
THE MODEL MUST BE DATA ADMISSIBLE.


It must be logically possible for the data to have been generated by the model that is being assumed to generate the data. This implies that the model should impose any  constraints that the data are required to satisfy (e.g. they must lie within the  0‑1 interval in a model explaining proportions).

(2)
THE MODEL MUST BE CONSISTENT WITH SOME ECONOMIC THEORY.

(3)
REGRESSORS SHOULD BE (AT LEAST) WEAKLY EXOGENOUS WITH RESPECT TO THE PARAMETERS OF INTEREST. 


This is a requirement for valid conditioning in a single equation modelling context, to permit efficient inference on a set of parameters of interest.  

(4)
THE MODEL SHOULD EXHIBIT PARAMETER CONSTANCY.  


This is essential if parameter estimates are to be meaningful, and if forecasting or policy analysis is to be valid.

(5)
THE MODEL SHOULD BE DATA COHERENT.


The residuals should be unpredictable from their past history. This implies the need for exhaustive misspecification testing.

(6)
THE MODEL SHOULD BE ABLE TO ENCOMPASS A RANGE OF ALTERNATIVE MODELS.

Do not worry if these some of these concepts appear incomprehensible at the moment; they should not do so later. After reading these notes, you may like to turn for more explanation and discussion to Gilbert (1986) [easy], and Hendry and Richard (1982,1983) [quite technical].

Time series modelling usually involves a search to find a satisfactory model. This search involves going through a variety of steps. The criteria of an adequate model listed above apply primarily to any model which we deem to be the final outcome of our empirical search. If any of these conditions is not met in our final model, we cannot regard the model as satisfactory. However, with some exceptions to be explained later, criteria (1), (3), (4) and (5) apply at every point of the empirical investigation, and so any 'interim' model obtained during a search procedure should satisfy these conditions. If it does not, it is not a valid basis for subsequent statistical inference

[C] ECONOMIC THEORY
Criterion (2) requires that our model be consistent with some economic theory - any results we obtain must be explicable in terms of some economic model. Statistical adequacy alone is not enough. We will focus, by way of example, on a data set that is (we hope) consistent with the theory of consumers’ expenditure. 

Let us assume that economic theory suggests a long run equilibrium relationship of the form





(1)                                                  

where C is real (constant price) total consumers' expenditure,

      W is the real value of consumers; gross wealth

      Y is real personal disposable income

      ( , ( and A are constant parameters.

Taking logs of (1) we obtain the following long run relationship which is linear in both parameters and (transformed) variables:            





(1b)

where lower case letters denote natural logarithm transformations of the corresponding upper case variables.

INTERPRETATION OF PARAMETERS
Parameters are partial derivatives, and therefore show the effect on the dependent variable of a unit change in the value of one explanatory variable, given that other explanatory variables remain constant. Thus, in equation (1b), ( = (c/(y, and so gives the impact on c of a unit change in y. As c and y are in logarithms, it follows that ( = ((C/C)/((Y/Y) where C and Y are the untransformed variables (not in logarithms). So (, is the elasticity of C with respect to Y. In all models in which variables are in natural log form, parameters can be interpreted as elasticities in this way.

D ECONOMETRIC ANALYSIS

D1: STATICS AND DYNAMICS: EQUILIBRIUM AND ADJUSTMENTS TO EQUILIBRIUM
Suppose that we have time series data on Yt and Xt,  t=1,...,T and that we write the regression model counterpart to (0) as 
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(2)
Equation (2) is an example of a static econometric model. Only current-dated values of any variable enter the model; it contained no lagged or lead values of variables. It will usually be a poor starting point for applied work, as it embodies no information about the behaviour of agents outside equilibrium. Since disequilibrium states are likely in many economic processes, we should allow for these in our modelling exercise. This also makes statistical sense as it helps to avoid omitted variables bias arising from the wrong exclusion of dynamic adjustment processes. 

Dynamic models are those which contain lagged or leading values of variables, as well as current-dated ones. There are many forms such models can take. For example:

Yt = (1 + (2Xt + (3Xt-1 + ut  is a distributed lag model (a single distributed lag in X in this case)

Yt = (1 + (2Xt + (4Yt-1 + ut  is an autoregressive model (a single autoregressive term in Y in this case)

Yt = (1 + (2Xt + (3Xt-1 + (4Yt-1 + ut  is an autoregressive-distributed lag model (in this case, of order 1 in the autoregressive component and of order 1 in the distributed lag; this is often written as ARDL(1,1), or alternatively ADL(1,1)).

Yt = ( + (0Xt + (1Xt-1 +... + (qXt-q + (1Yt-1 + ... + (pYt-p + ut    is an autoregressive-distributed lag model of order p in the autoregressive component and of order q in the distributed lag; this is often written as ARDL(p,q), or alternatively ADL(p,q)).

One simple method of accommodating dynamic adjustment processes into our statistical model is to parameterise the model in the form of an error correction model (ECM). Such an approach has proved very fruitful in applied econometric research.

(D2)     THE ERROR CORRECTION MODEL                       
For simplicity, suppose that the long run (equilibrium) relationship between Y and X is given by


Y = (X 
(3)
in which we might interpret Y as consumers’ expenditure and X as consumers’ disposable income. However, consumers make 'mistakes' of some kind, or their plans are frustrated, so that they are not always able to attain their target level of consumption. To capture this, redefine the long run relationship as                 



[image: image4.wmf]



Y* = (X                                   (4)
where Y* is interpreted as the target level of consumption, which may or may not be realised in any period.

If Yt is actual consumption at time t, and Y*t  is target consumption at time t then, if consumers fail to attain their target level of consumption , (Y* ‑ Y)t measures this error. 

What kind of behaviour might one expect Y to exhibit over time? First of all, you would expect that the level of Y*  would change in response to changes in the level of X. Let us write this as:
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 But consumers will not always be in equilibrium. When out of equilibrium in period t, the error will be (Y* ‑ Y)t. In any period when Y* does not equal Y, the observed consumption-income combination will not be an equilibrium one, and may be represented by a point such as 'a' in Figure 1.

Figure 1: The Error Correction Mechanism
Now suppose that in period (t+1) the consumer corrects a proportion  of the period t error. That is, in period (t+1) consumption will change by the amount (Y* ‑ Y)t, in addition to any change in Y that is due to a change in X. 

Consider the case where X increases between periods t and t+1 from Xt to Xt+1 . Moreover, the consumer is in period t out of equilibrium at the point 'a' in Figure 1. We can represent the overall change in Y as the sum of two components (again as shown in Figure 1).

(i) The change from a to a' . This is the growth component, and constitutes the change in Y due to the change in X. 

(ii) The change from a' to a''. This is the error correction component of the overall change, (Y* ‑ Y)t.  The larger is the parameter , the larger will be the proportion of any error corrected the following period.

All of this suggests we may write the dynamic process determining Y as
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where we have just rolled the period back by one. In (6), (>0 is required for the equation written in this way to be economically meaningful. Substituting from (5) we obtain
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Note that X need not be a single variable, but might be a vector such as
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(8)
in which case the error correction model would be
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(9)
where  (>0 is required for the equation written in this way to be economically meaningful, ((0 is required for a long run solution to exist, and 0<(<2 is required for the process to be stable.

As it stands, equation (9) cannot be estimated by Ordinary Least Squares (OLS) as the variable in parentheses cannot be formed without knowledge of (1 and (2. However, we can estimate the re-parameterised form
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(10)
and estimates of the parameters (i, i=1,...,5 can be used to give estimates of the parameters (1, (2, (, (1 and (2.

Exercise: Show how the parameters in (10) are related to those in (9), and therefore show how estimates of the parameters in (10) can be used to obtain  unique estimates of the parameters in model (9).

The ECM model is not, of course, the only form of dynamic model used in econometric analysis. There are many others. One other which is widely used is the PARTIAL ADJUSTMENT MODEL. Suppose that an equilibrium relationship between C and Y is given by


C* = (1 + (2 Y

(A)

and that the equation describing the dynamic adjustment process is given by the following partial adjustment model:





(B)

in which 1 ( ( ( 0

C changes whenever the current desired C is different from the last-period actual value of C. The parameter ( determines the proportion of the deviation adjusted in any one period. 

Substituting (A) into (B) we obtain:




By virtue of a lagged value of the dependent variable appearing as a regressor, this is a dynamic regression model. Note, though, that the partial adjustment model (unlike the ECM) does not imply the existence of the lagged value of the explanatory variable Y as a regressor.

 (E) Dynamic Estimation Procedures in Practice
The ECM form model ((9) or (10)) is often reparameterised into another form, an autoregressive-distributed lag (ARDL) model in the levels of the variables. Note that reparameterisation merely alters the form in which an equation is written, but without imposing any further restrictions on it. The ARDL model corresponding to (10) is
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(11)
Equation (11) is an ARDL(1,1) model (sometimes written as ADL(1,1)) as it includes a first order (AR=1) autoregressive process in the dependent variable Y, and a first order distributed lag (DL=1) in the two regressor variables, X1 and X2 . However, the dynamics of the adjustment process might require higher order AR or DL lag lengths. Usually, an economic researcher has no prior information about the required lag lengths, and this decision has to be data-based, using a 'general-to-specific' modelling strategy. 

A number of decisions have to be made at this starting point:

(i)
Functional form: should the model be linear in levels or in logs, or have some other functional form?

(ii)
Which variables do we believe determine C? Note that it is possible that some variable(s) may not enter the long run equilibrium equation for C but do affect the disequilibrium adjustment process for C. It is best (provided the sample size is large enough) to include in this general regression all variables that you have 'good reason' to believe may have short or long run effects.

(iii)
What should be the 'order' of lags in the general model? We can denote (13) as being an ARDL(1,1) model; there is a first order (AR=1) autoregressive process in the dependent variable C, and a first order distributed lag (DL=1) in the regressor Y. However, the dynamics of the process generating C might require higher order AR and/or DL lags lengths. 

So we can write an ARDL(p,q) model as





(2)

where, for simplicity, we have included just one Y variable (and we have also included an intercept term in the regression equation).

(F): Obtaining a parsimonious restricted model: the 'General-to-specific modelling approach.

It is difficult to give any simple rules about how to proceed next. The model we start with - the 'general' model - will typically be an ARDL(p,q) model such as Equation 14. It should be a statistically adequate representation of the data; if not, it is not a satisfactory basis for doing any further work with it. The general model embodies no restrictions that economic theory might suggest, it is likely to be heavily 'overparameterised' (containing variables that play little role in terms of statistical significance, or not embodying restrictions that the data do satisfy), and it is not in a form which has any explicit economic interpretation. 

It is now necessary to simplify this into a final 'specific' or parsimonious model that overcomes these weaknesses. This is done through a process of testing restrictions on parameters in the general model, and then imposing the restrictions if we cannot reject them on statistical grounds. Among other things, we try to identify 'irrelevant' variables (or irrelevant lags on variables) and exclude these from our model. (This is what Hendry calls 'marginalising irrelevant variables'). We should be guided here by the goal of obtaining a final specification that is 'simple', consistent with the data, and has a ready interpretation in terms of economic theory. Assuming that you began with an ARDL model in the levels of the variables, it will also be helpful to reparameterise the general model into an error correction model (ECM) form at some stage in this sequence of testing and estimation steps. There are two reasons for doing so; firstly, the ECM model is more easy to interpret in economic terms, as the distinction between short term adjustment responses and long term relationships between the variables is easier to see in this form. Secondly, there are some statistical advantages in working with the ECM form that will be explained later.

 (i)   satisfies all misspecification test criteria to be discussed later;

(ii)  is "parsimonious";

(iii) is parameterised in a form that has an intuitive economic interpretation.

A few other points should be noted here.

We test down from a general to simple model by testing for the validity of restrictions on one or more variables. In many cases where we use the OLS estimator, these tests can employ the classical t or F statistics. As you will see later, the validity of inference based on "standard distributions" using t and F tests is in doubt (at least for hypotheses on certain parameters) in cases where variables are non‑stationary. Remember also, that where regressors are stochastic, the tabulated distributions of test statistics will usually be only approximate, even where regressors are stationary.

Restrictions might be suggested by the data (in other words by the results of regressions already done) or they may be suggested by economic theory. Finally, principles of dynamic adjustment that have been successfully employed by other authors may be adopted. 

In undertaking hypothesis tests, it is common to use t test on the significance of individual parameters (or single restrictions) and F tests multiple (joint) restrictions. The F test statistic for joint linear restrictions can be written as (see for example in Maddala (1992) page 156):
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3
where RSSU = unrestricted residual sum of squares,  RSSR=  restricted  residual sum of squares and q= the number of restrictions being tested under the null hypothesis, N= number of observations, k = number of regressors (including intercept) in the unrestricted model. If the null hypothesis is true, this statistic may be taken as being distributed as F(q, N-k).

Note that the F test requires the two regressions be run over the same sample. It is necessary, therefore to ensure that in the specification search procedure, the same sample period is maintained throughout.

(G) THE LONG RUN (EQUILIBRIUM) SOLUTION TO A DYNAMIC ECONOMETRIC MODEL
It is common to distinguish between two meanings of long run equilibrium:

 (i)
Static equilibrium:

Equilibrium is here defined to correspond to the case where all variables remain at constant levels through time. So for any variable Z in static long run equilibrium
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(ii)
Steady state growth equilibrium:

In this case, we define equilibrium to be a situation in which all variables grow over time at a fixed proportionate growth rate g. This is still, in some sense, a ‘state of no change’ in that there is no change in the ratio of the variables (even though the levels of each are growing). Thus in steady state equilibrium
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4
or if the variables are in logarithms (where the difference of a logged variable is approximately equal to its proportional growth)
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Let us now apply these ideas. Suppose we have the following econometric model:
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In long run static equilibrium, all terms involving differences will be zero. Furthermore, we set the disturbance term in equilibrium to its expected value. So we have
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5
as the static long run equilibrium solution. In practice, we shall replace the parameter values in this expression by their estimated values.

 (H): SEQUENTIAL TESTING AND THE SIGNIFICANCE LEVEL OF HYPOTHESIS TESTS
Notes still to be written on this.

 (I): THE ROLE OF MISSPECIFICATION TESTING IN THE GENERAL‑TO‑SPECIFIC SEARCH PROCEDURE
We have argued that our objective is to simplify an original 'general' or unrestricted model into a parsimonious and interpretable 'specific' model.  Such a final model should be an adequate approximation to the true, but unknown, data generating process (DGP).

However, a precondition for placing any confidence in the regression results is that the estimated model should exhibit no evidence of statistical misspecification. Why is this so? In order for us to be confident that the estimator does have good properties and that inference is valid, the validity of a set of assumptions we make in carrying out estimation needs to be checked. This is one interpretation of what is being done in misspecification testing. It is to this topic that we turn next.

So in conclusion, we state that any final model should be such that it:

(i)   satisfies all criteria listed in section 1

(ii)  is 'parsimonious'

(iii) is parameterised in a form that has an intuitive  economic interpretation.

CONCLUSION

We have argued that, when considering relationships between variables, one can distinguish between 

a long-run or equilibrium relationship between the variables

the short term dynamics which govern adjustment of variables when out of equilibrium

Usually, a researcher will wish to know (or rather to estimate) parameters of both the long-run equilibrium and the short term adjustment processes. However, in the next set of notes, we consider the case where the information sought is only about the parameters of an underlying long run relationship. 

REQUIRED READING: 

Thomas, Ch 11: Estimating dynamic models 

Thomas, Ch 12: Choosing the appropriate model

Thomas, Ch 13 (section 13.3 and 13.4 only)




PAGE  
7

_922885194

_922885199

_922885342

_922886171.unknown

_922886173.unknown

_969883802

_922885344

_922885742

_922885200

_922885197

_922885198

_922885196

_922885189

_922885192

_922885193

_922885191

_922884932

_922885187

_922885188

_922885186

_922885184

_922884930.unknown

