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MODEL MIS-SPECIFICATION AND MIS-SPECIFICATION TESTING
We have four main objectives.

(1)
To examine what is meant by the misspecification of an econometric model.

(2)
To identify the consequences of estimating a misspecified econometric model.

(3)
To present a testing framework that can be used to detect the presence of model misspecification.

(4) To discuss appropriate responses a researcher could make when confronted by evidence of model misspecification.

(1)
To examine what is meant by the misspecification of an econometric model.

We shall denote a regression model as statistically well specified for a given estimator if each one of the set of assumptions which makes that estimator optimal is satisfied.  

The regression model will be called statistically misspecified for that particular estimator (or just misspecified) if one or more of the assumptions is not satisfied. 

TABLE 4.1 

THE ASSUMPTIONS OF THE LINEAR REGRESSION MODEL WITH STOCHASTIC REGRESSORS

  The k variable regression model is

 



(1)


The assumptions of the CLRM are:

(1)
The dependent variable is a linear function of the selected set of possibly stochastic, covariance stationary regressor variables and a random disturbance term as specified in Equation (1). In other words, the model specification is correct.

(2)
The set of regressors is not perfectly collinear. This means that no regressor variable can be obtained as an exact linear combination of any subset of the other regressor variables.

(3) The error process has zero mean. 

(4) The errors terms, ut, t=1,..,T, are serially uncorrelated. 

(5) The errors have a constant variance. 

(6) Each regressor is asymptotically correlated with the equation disturbance, ut.

We sometimes wish to make the following assumption:

 (7)
The equation disturbances are normally distributed, for all t.

(2) To identify the consequences of estimating a misspecified econometric model.

We will deal with this as we go along.

(3)
To present a testing framework that can be used to detect the presence of model misspecification.

1
ASSUMPTIONS OF THE LINEAR REGRESSION MODEL
A: ASSUMPTIONS ABOUT THE SPECIFICATION OF THE REGRESSION MODEL

B: ASSUMPTIONS ABOUT THE EQUATION DISTURBANCE TERM

C: ASSUMPTIONS ABOUT THE PARAMETERS OF THE MODEL

D: ASSUMPTIONS ABOUT THE ASYMPTOTIC CORRELATION (OR LACK OF IT) BETWEEN REGRESSORS AND DISTURBANCE TERMS. 

E: THE ASSUMPTION OF STATIONARITY OF THE REGRESSORS.

A: ASSUMPTIONS ABOUT THE SPECIFICATION OF THE REGRESSION MODEL:

A:1 THE CHOICE OF VARIABLES TO BE INCLUDED: 

Table Z:
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ESTIMATED



A
B
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Consequences of estimations:

Case A: (TRUE MODEL ESTIMATED)

( and (2  estimated without bias and efficiently



 is correct standard error, and so use of t and F tests is valid

Case D: (TRUE MODEL ESTIMATED)

(, ( and (2  estimated without bias and efficiently

Standard errors are correct, so use of t and F tests valid

Case B: (WRONG MODEL ESTIMATED DUE TO VARIABLE OMISSION )

Model misspecification due to variable omission. The false restriction that ( = 0 is being imposed.
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 is biased. [In the special case where X and Z are uncorrelated in the sample, 
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 is unbiased].

 

is biased, as is the OLS estimator of (2

Use of t and F tests not valid.

Case C: (WRONG MODEL ESTIMATED DUE TO INCORRECT INCLUSION OF AVARIABLE)

Model misspecification due to incorrectly included variable. The true restriction that ( = 0 is not being imposed.
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 is unbiased but inefficient (relative to the OLS estimator that arises when the true restriction is imposed (as in case A). 

is biased, as is the OLS estimator of (2

Use of t and F tests not valid.

Note that cases A and D correspond to estimating the correct model; cases B and C are cases of model misspecification.

A:2: THE CHOICE OF FUNCTIONAL FORM:
Assume we have chosen to estimate the model





2
when the true model is 





3
then clearly the functional form of the model is not correctly specified. The consequence of this is that we shall be estimating the wrong model; predictions and model simulations based on this wrong model will at best be misleading, and at worst will be meaningless.

One way of investigating the appropriateness of our choice of functional form is by using Ramsey's RESET test. 
4
B: ASSUMPTIONS ABOUT THE EQUATION DISTURBANCE TERM:

We assume that the correct specification of the regression model is





(5)
B:1: ABSENCE OF DISTURBANCE TERM SERIAL CORRELATION:
INSPECTION OF RESIDUALS

THE DURBIN-WATSON (DW) TEST
DURBIN'S h STATISTIC
GODFREY'S LAGRANGE MULTIPLIER (LM) TESTS
6
B:2: CONSTANCY OF DISTURBANCE TERM VARIANCE (HOMOSCEDASTICITY)
The LRM assumes that the variance of the equation disturbance term is constant over the whole sample period. That is





7
test statistics for the presence of heteroscedasticity 

The Breusch Pagan test and Goldfeld Quandt test can be used.

Plotting of regression residuals may also help to detect heteroscedasticity.

AUTOREGRESSIVE CONDITIONAL HETEROSCEDASTICITY (ARCH)

B:3: NORMALITY OF DISTURBANCE TERM: 
THE JARQUE-BERA (1981) TEST.
C: ASSUMPTIONS ABOUT THE PARAMETERS OF THE MODEL 

PARAMETER CONSTANCY OVER THE WHOLE SAMPLE PERIOD
Y = X( + u

we are not only assuming constancy of the parameter set ( but we are also assuming that the variance of the disturbance term, (2, is a constant number over the whole sample. In any testing we do for parameter constancy, we should strictly speaking test both of these. 

TESTS FOR PARAMETER CONSTANCY

CHOW (TYPE 1) TEST
8
9
Chow's second test [“Predictive Failure Test”]
10
SALKEVER VERSION OF THE CHOW II TEST

Equality of variances could be tested using the Goldfeld Quandt test statistic for the hypotheses


H0:  12 = 22

HA:  12  22
11
12
Other techniques used to examine parameter constancy include CUSUM and CUSUM-SQUARED tests, and the methods of ROLLING REGRESSION and RECURSIVE ESTIMATION. 

PARAMETER STABILITY TESTING IN PcGive USING RECURSIVE ESTIMATION
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INTERPRETING THE OUTCOMES OF TEST STATISTICS

A "failure" on any of these tests (in the sense that the test statistic is significant under the null hypothesis) can mean one of several things:

(a) the null hypothesis is false and that the model is misspecified in the way indicated by the alternative hypothesis. (e.g. a significant serial correlation statistic COULD indicate the presence of serial correlation).

(b) the null hypothesis is correct, but the model is misspecified in some other way (e.g. a significant serial correlation statistic might not result from a true serially correlated error, but could result from an omitted variable).

(c) the null hypothesis is false AND the model is misspecified in one or more other ways.

(d) a significant statistic may result from a type I error (that is the null is true but is rejected).









_902134503.unknown

_902135380.unknown

_997522875.unknown

_997522936.unknown

_902135633.unknown

_902135946.unknown

_902134514.unknown

_902134384.unknown

_902134481.unknown

_901646442

_901646469

_901646516

_901646447

_901646421

