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Chapter 10: Routes to success: a game strategic perspective. 

'Strategic thinking is the art of outdoing an adversary knowing that the adversary is trying to outdo you.'

Dixit & Nalebuff: Thinking Strategically, 1991
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1. Introduction

This book deals with the economic foundations of business and corporate strategy. In this chapter we introduce the reader to a particular way of thinking about strategy known as game theory. The Compact Oxford English Dictionary defines game theory as 

“The mathematical study of strategies for dealing with competitive situations where the outcome of a participant’s choice of action depends critically on the actions of other participants.”

As we show in this chapter, game theory can be understood without the use of mathematics. What is crucial about game theory, though, is the notion of strategic interdependence: game theory deals with situations in which the outcome of a choice made depends on the actions of other participants in the ‘game’. 

A moment’s reflection is sufficient to convince one that many business choices are made under conditions of strategic interdependence. For example, the change in the demand for a firm’s product when it cuts its price will be different when rivals leave their prices unchanged than when they match the price cut. 
Game theory becomes relevant to the analysis of business decision making when there are relatively few firms playing a game. (We shall define what is meant by a ‘game’ below.) Where there are many competing firms, your firm is not affected in any significant way by the actions of any other single firm, and your actions have no significant impact on others. In these circumstances, it is reasonable for firms to act in ways that ignore the possible responses that others might make to their actions. 

But when the number of incumbents is relatively small this ‘law of large numbers’ no longer applies. Behaviour is necessarily inter-dependent. Actions by one have significant impacts on others and so may induce changes in the behaviour of others in response to those actions. Hence, the 'payoff' to your firm of a choice you make will depend on which of the choices open to your competitors is taken. It then becomes impossible to know for sure the payoff of any action you take, even if you had full information about customers and about your costs. 

The existence of interdependence does not, of course, necessarily imply that firms will behave in ways that take that interdependence into account. They may simply ignore it, assuming that whatever they do will not elicit responses from others. Or put another way, in selecting from the options open to them, firms may not consider what option choices their competitors are making. This kind of behaviour – we shall label it as ‘naïve’ - may sometimes work out well, but could easily lead to dismal failure. Indeed, by throwing away valuable information, one suspects that naive behaviour will often generate poorer outcomes than could be obtained by other means. 

The main objective of this chapter is to analyse decision making under conditions of strategic interdependence. We call this ‘strategic behaviour’. To explain strategic behaviour, we take the reader through some elementary principles of game theory.  

This chapter is structured in the following way. We begin by outlining some of the antecedents of modern game theory. Next, some basic ideas from game theory are introduced, with each idea being illustrated by a simple, hypothetical, example. 

.
.

2. Game theory introduced

2.1 Origins of game theory

Game theory has its antecedents in military theory, and can be found – implicitly, at least – in many treatises on warfare strategies from early civilisations onwards. What has become known as game theory was given a formal structure in developments in mathematics in the twentieth century. Its use and development accelerated during and after the Second World War as international politics became increasingly preoccupied with the Cold War and nuclear weapons proliferation, with many leading Russian and American mathematicians recruited to provide an intellectual basis for Cold War military strategy.

From early in the 20th century, game theory has also played an important part in the developing social and biological sciences. Our interest in this chapter lies with some of its applications in economics and business strategy. 

2.2 Game theory: some notation
2.2.1 Players, strategies, payoffs

A game consists of three components:

· a set of players

· a set of available strategies for each player

· a set of payoffs to each player for each possible configuration of strategies

For example, a game of chess involves two players. The available strategies consist of the set of moves that a player can make at each point in the game, defined by the rules of chess.
 Payoffs consist of the outcomes {Win, Lose}, {Lose, Win} and {Draw, Draw}, where in each brace is a result of the game for player number 1 followed by the associated result for player 2.   The outcomes are determined – again via the rules of chess – by the sequences of strategy choices (moves) made by the two players throughout the entire game. 

2.2.2 Simultaneous and sequential games
A game can either be one in which moves (or choices) take place sequentially (as in chess) or one in which choices are made simultaneously, as in the children's game rock-paper-scissors.  As we shall see, the distinction between simultaneous and sequential games is not so much about the timing of the moves (whether moves are made at the same time or at different times) but rather about the information available to players when a move is made. In a sequential game, a player knows which particular choice her opponent has made from all those available to her, whereas simultaneous games involve players making choices prior to information becoming available about the choice made by the other. 

Business games are rarely, if ever, ones in which decisions are made exactly at the same point in time by all relevant firms. However, because it is often the case that companies must select from options before knowing what options rivals have selected, 
many business choices are best analysed as taking place within the framework of simultaneous games. In other words, we think of matters as if all players must select a strategy at the same time. 
Most actual games probably combine elements of both simultaneous and sequential move games.

There are several other concepts that will be necessary for an understanding of game theory, but we shall introduce these as we go along. 

2.3 A sequential move game

One player selects her strategy after the other has made a choice.

May be many links in this process.

Describe the game using a game tree. 

Can often determine each player’s best strategy using logical reasoning.

Solution: Backward induction

Look forward and reason backward.
Insert Figure 10.2 near here. Caption:

Figure 10.2 A market entry game
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Figure 10.2 A market entry game

(Check out that I have not copied any examples from Dixit and Nalebuff and amend if I have)

Should Betterboot enter? 

Go through the backward induction reasoning. 
Does the order of move matter?

Can a sequential move game be converted into a simultaneous game? 

3.4 A simultaneous move game

3.4.1 The game specified

The players in the game we examine here are two firms, TopValue and PriceRite. Each firm must make a choice about the price at which it sells its product. To keep things as simple as possible, we suppose each firm has a simple binary choice: it can either cut its price (Cut) or leave it unchanged (Stick). The game is played just once. The elements of this game can be represented in the 'normal form' shown in Figure 10.3.

As each of the two firms has two strategies available to it, there are four possible configurations of strategy, shown by the intersections of the row and column strategy choices in the matrix. The pair of numbers in each cell of the matrix denotes the 'payoff' (profit in this case) that each firm receives for a particular choice of option by Top Value and PriceRite. The first number denotes the payoff to Top Value, the second the payoff to PriceRite.  

Insert Figure 10.3 near here. Caption: 

Figure 10.3 A two-player price choice game.

	                            PriceRite

Top Value
	Cut
	Stick

	Cut
	2, 2
	4, 1

	Stick
	1, 4
	3, 3


Figure 10.3 A two-player price choice game.

If both firms Stick (neither cuts price), we suppose that each firm's profit (payoff) is 3. If both Cut, they each suffer a fall in profits to 2. If Top Value chooses Cut and PriceRite Stick  the payoffs are 4 to Top Value and 1 to PriceRite; and, symmetrically, If X chooses Stick and Y Cut  the payoffs are 1 to X and 4 to Y. 

3.4.2 Modes of play: non co-operative versus co-operative games

Non co-operative

Co-operative

To predict the outcome of this game, it is necessary to consider how the firms handle their strategic interdependence. Let us investigate the consequences of two different ways in which that interdependence may be handled. The first approach is to assume that each firm maximises its own profit, conditional on some expectation about how the other will act, and without collaboration taking place between the countries. We describe this kind of behaviour as ‘non-cooperative’. If  this leads to an equilibrium outcome, that outcome is called a non-cooperative solution to the game. Alternatively, ‘cooperative behaviour’ takes place when the firms collaborate and make agreements about their strategic choices. If an equilibrium outcome exists, it is called a cooperative solution to that game. We begin by looking at non-cooperative behaviour.

3.4.3 The non co-operative solution

3.4.3.1 Dominant strategies

One important concept that is widely used in looking for solutions to non-cooperative games is the idea of dominant strategy. A player has a dominant strategy when it has one strategy that offers a higher payoff than any other irrespective of the choice made by the other player. A widely accepted tenet of non-cooperative game theory is that dominant strategies are selected where they exist. Alternatively, we might follow Dixit and Nalebuff and state this tenet as "
If you have a dominant strategy, use it."

Let us examine the payoff matrix to see whether either firm has a dominant strategy. First, look at the game from Y's point of view. If X chooses Cut, Y's preferred choice is Cut, as the payoff of 2 from cutting her price exceeds the payoff of 1 from sticking. Conversely, if X chooses Stick, Y's preferred option is Cut. We see that whatever X chooses, Cut is best for Y, and so is Y's dominant strategy. You should confirm that the dominant strategy for X is also Cut. Game theory analysis leads us to the conclusion that the equilibrium solution to this game consists of both firms cutting price. 

3.4.3.2 Nash Equilibrium

It is worth remarking on two characteristics of this solution. First, the solution is a Nash equilibrium. A set of strategic options is a Nash equilibrium if each player is doing the best possible given what the other is doing. Put another way, neither firm would benefit by deviating unilaterally from the outcome, and so would not unilaterally alter its strategy given the opportunity to do so. 

Briefly discuss Nash Equilibrium as a solution concept

Second, the outcome is inefficient. Both firms could do better if they had chosen Stick (in which case the profit to each would be three rather than two). 

Why has this state of affairs come about? There are two facets to the answer. The first is that the game has been played non-cooperatively. We shall examine shortly how things might be different with cooperative behaviour. The second concerns the payoffs used in Figure 10.3. These payoffs determine the structure of incentives facing the firms. In this case, the incentives are not conducive to the choice of Stick. 

Not surprisingly, the structure of incentives can be crucial to the outcome of a game. The payoff matrix in Figure 10.3 is an example of a so-called Prisoners’ Dilemma game. The Prisoners’ Dilemma is the name given to all games in which the rankings of payoffs are as shown in Figure 10.3. 

In all Prisoners' Dilemma games, there is a single Nash equilibrium (the outcome highlighted in bold in Figure 10.3). This Nash equilibrium is also the dominant strategy for each player. Moreover the payoffs to both players in the dominant strategy Nash equilibrium are less good than those which would result from choosing their alternative (dominated) strategy. As we shall see in a moment, not all games have this structure of payoffs. However, many business problems do appear to be examples of Prisoner Dilemma games. 

3.4.4 The co-operative solution and its sustainability

We could imagine this game being played as a profit maximising cartel.

Suppose that firms were to cooperate, making their choices jointly rather than separately. Would this alter the outcome of the game? Intuition would probably leads us to answer yes. If both firms agreed to Stick – and did what they agreed to do - payoffs to each would be 3 rather than 2. So in a Prisoners’ Dilemma cooperation offers the prospect of greater rewards for both players. 

But there is a problem: can these greater rewards be sustained? If self-interest governs behaviour, they probably cannot. To see why, note that the {Stick, Stick} outcome is not a Nash equilibrium. Each firm has an incentive to defect from the agreement – to unilaterally alter its strategy once the agreement has been reached. Imagine that the two firms had agreed to Stick, and then look at the incentives facing Y. Given that X has declared that it will not cut its price, Y can obtain an advantage by defecting from the agreement (‘free-riding’), leaving X to Stick - as agreed - but cutting price itself. In this way, firm Y could obtain a profit of 4. Exactly the same argument applies to X, of course. There is a strong incentive operating on each player to attempt to obtain the benefits of free-riding on the other’s pollution abatement. These incentives to defect from the agreement mean that the cooperative solution is,  at best, an unstable solution.  

3.4.4.1 Co-operation through a binding agreement

A possible solution?  

Is it possible to transform this game in some way so that the {Stick, Stick}strategy pair becomes a stable cooperative solution?  There are ways in which this might be done, several of which we shall examine later in the chapter. One possibility would be to negotiate an agreement with built-in penalty clauses for defection. For example, the agreement might specify that if either party defects (cuts) it must pay a fine of 3 to the other. If you construct the payoff matrix that would correspond to this agreement, it will be seen that the game structure has been transformed so that it is no longer a Prisoners' Dilemma game. Moreover, both firms would choose to abate. 

But we should be hesitant about accepting this conclusion. First, is the agreement enforceable? If not, there remains an incentive to renege. Cheating (or reneging or free-riding) on agreements might confer large gains on individual cheaters, particularly if the cheating is not detectable. Second, competition policy.

More on these later.

3.5 Games in which one player does not have a dominant strategy
Example: An innovation game. Tell the story.

Insert Figure 10.4 near here. Caption: 

Figure 10.4 A two-firm innovation game.

	                      Sonny Effort

Fillips effort
	Low
	High

	Low
	8, 6
	4, 8

	High
	6, 4
	2, 2


Figure 10.4 A two-firm innovation game.

Look for dominant strategies; and Nash equilibria?

Look at this from point of view of Sonny: 
Sonny does not have a dominant strategy.

But she sees that Fillips has a dominant strategy of Low. 

Expect other players to play their dominant strategies

Sonny can assume that Fillips will choose LOW. 

Given this, it is best for Sonny to go HIGH. 

Later we will examine what Fillips might do to better her position.

But first, some other interesting simultaneous games

Chicken

The Assurance game

See Box 10.2 A variety of types of games

Insert Box 10.2 near here. Caption: 

Box 10.2 A variety of types of games

3.6 Using strategic moves to try and gain an advantage

What can Fillips do to obtain a higher payoff than 4 in this game?

One possibility: take initiative by committing itself unconditionally to a given course of action. (Burning one's bridges).
Fillips could commit to high effort.

Note how this works: Fillips re-structures the game into a sequential game in which she moves first.

But is this credible?

More generally: attempting to improve your position in a game by strategic moves.

A strategic move is designed to alter other players’ beliefs and actions to make outcomes of games more favourable to you. 

3.6.1 Commitments

3.6.2 Threats and promises

3.6.3 Warnings and assurances

3.6.4 Importance of credibility

3.6.5 Sequential games again

Example: Back to Betterboot/Skifine example:

Is there anything Skifine can do to get a more advantageous outcome?
Make a commitment to fight if

Skifine enters.

But can this be credible?

3.7 Co-operation revisited 
Collusion: motives/ limits 

· Collusion is a way in which rivals attempt to actively manage rivalry to boost industry profits. Methods include cartels, price leadership, and collusive tendering.  

· The attractions are obvious.  But not all oligopolies are collusive, and collusion isn’t always successful. Why not? 

· Some managers feel they can win without co-operation with rivals (hubris effect). 

· It may be (is likely to be) illegal.  

· Benefits must exceed costs involved.  

· As discussed later under options.

Non co-operative outcomes can and do happen, even where it would be in the interest of all to behave cooperatively. It is for this reason that the game we have been discussing was called a dilemma. Players acting in an individually rational way end up in a bad state. If they attempt to collaborate, incentives on the other to cheat on the deal expose each to the risk of finishing up in the worst of all possible states. 

What helps collusion, what makes it more difficult?

3.7.1 Role of third party enforcers

Firms could only be forced to keep their promises (or pay their fines) if there were a third party who could enforce the agreement. 

3.7.2 Public policy 

3.7.3 Commitments 

In an attempt to secure cooperation, one or more firms may voluntarily make commitments to do things irrespective of what others do. By giving up the right to change their choices, any agreement that is obtained will not in general be self-enforcing. However, if the commitments are regarded as credible, then – depending on what kinds of commitments are made – it can be possible to achieve and sustain a support a full (complete) IEA. The difficulty here, of course, is that as commitments typically lead to self-sacrifice in some circumstances, it may be hard to make them credible.

3.7.4 Linkage benefits and costs and reciprocity

It may be possible to secure greater cooperation than the analysis to date has indicated if other benefits are brought into consideration jointly. Doing this in effect alters the payoff matrix to the game. To see what might be involved here, we note that countries typically cooperate (or at least try to do so) over many things: international trade restrictions, anti-terrorism measures, health and safety standards, and so on. There may be economies of scope available by linking these various goals. Moreover, reputations for willingness to act in the common interest in any one of these dimensions may secure benefits in negotiations about another. What policy makers might try and obtain is linkages over two or more policy objectives so that the set of agreements about these objectives creates overall positive net benefits for the entire set of participants, and net gains which are distributed so that every participant perceives a net linkage gain. In these cases, there can be very substantial gains from international cooperation. 

3.7.5 Repetition 

A repeated game: players interact repeatedly in the future (but an unknown, or infinite, number of times).
–
The outcome in a repeated game is much more likely to favour cooperation (here, price unchanged).

–
A “tit-for-tat” strategy is often a very good strategy in a repeated game.

Another mechanism that may enhance the extent of co-operation is repeated interaction among firms. Thus far in this chapter we have implicitly been assuming that choices are being made just once. But most business problems are long lasting and require that decisions be made repeatedly. To examine how this may alter outcomes, let us look first at Figure 10.8 that represents the payoffs in a one-shot game. Here we suppose that the payoffs have the ranking T>R>P>S and that S+T < 2R. The dominant strategy for each player in this game is P.

Insert Figures 10.8 and 10.9 near here.

Figure 10.8 A one shot Prisoners’ Dilemma game.

Figure 10.9 The two-shot Prisoners’ Dilemma game.

Now imagine this game being played twice (in two consecutive periods, let us say). The payoff matrix for this two-shot Prisoners’ Dilemma game, viewed from the first of the two periods, is shown in Figure 10.9. Once again, the dominant strategy is P. In fact, this result is true for any fixed, known number of repetitions. However, observation of actual co-operation and experimental games, both suggest that co-operation occurs more commonly than theory predicts. What seems to lie behind this? First, co-operation seems to be more likely when communication is allowed. Most importantly, the likelihood of co-operation increases greatly if interaction is never ending, or its end point is unknown. 

A large literature exists that analyses games played repeatedly. We cannot survey that literature here. Suffice it say that among the many strategies that are possible, some variety of tit-for-tat strategy seems to be sensible. Tit-for-tat strategies tend to encourage co-operation. However, some results reminiscent of those we have found earlier also emerge. In particular, as N becomes large, co-operation tends to be more difficult to sustain. (See Barrett, 19xx).

3.7.6 The chances of successful co-operation

Depend on:

•the temptation to cheat

•the chances of detection

•the chances of effective punishment

•whether game is repeated (and so whether retaliation can occur)

Investing in building trust is likely to bring high returns if you seek cooperation.

Of course, it must also be recognised that there may be ‘additional’ costs of cooperation too. These include transaction and enforcement costs, and perceived costs of interdependency itself (such as feelings about loss of sovereignty). The larger are these costs, the smaller are the possible net gains from cooperation.  

3.7.7 Other forms of co-operation

Previous cases, akin to profit-maximising cartel.

But also can be generalised to 
3.7.7.1 Co-operation over deterrence of new entry 

May apply to a monopolist wishing to prevent new entry. But also to existing oligopolists defending their territory.

· Limit pricing

· Predatory pricing

· Sunk costs 

3.7.7.2 Price leadership

3.7.7.3 Avoidance of price competition: use of non-price competition

3.7.7.4 Agree about standards

The trade-off between seeking to cooperate and seeking a competitive advantage.

3.8 When to compete and when to collaborate

B.J. Nalebuff and A.M. Brandenburger 
Co-opetition (1996)

Business is both about competition and cooperation.

Cooperate about the size of the pie (win-win)

Compete about division of the pie (zero-sum): bargaining theory
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Figure 10.10 The value net

Customers’ side
A player is your complementor (competitor) if customers value your product more (less) when they have the other players product than when they have yours alone. 

Suppliers’ side

A player is your complementor (competitor) if it is more (less) attractive for a supplier to provide resources to you when it is also supplying the other player than when it supplying you alone. 

Compete with your competitors
Cooperate with your complementors
Your “competitors” may be both competitors and collaborators
e.g. BA and KLM

•Competitors for customers (and landing slots)

•Complementors with respect to Boeing and Airbus (development costs)

3.8.1 Added value

How much added value do you bring to a game? This is how much - at a maximum - you can expect to get from the game.

3.9 Seeking a competitive advantage by management of 5 forces

Supplier relationships are as important as customer relationships.

Learning outcomes

Discussion questions

Tasks & Problems 

Further reading

Dixit & Nalebuff:  Thinking Strategically (1991)

B.J. Nalebuff and A.M. Brandenburger (1996) Co-opetition 

A good discussion of game theory, at an elementary level, is to be found in Varian (1987), chapters 27, 31 and 32. Dasgupta (1990) shows that cooperation need not require an outside agency to enforce agreements and that such cooperation could be sustained over time by means of norms of conduct. General text on game theory (but not explicitly linked to issues of environmental policy) is Rasmusen (2001).  Evolutionary games are discussed in Axelrod (1984), a beautiful and easy to read classic and the more difficult text by Gintis (2000).

Web links

Case Study: APS cameras ?? 

Box 10.2 Other forms of game

Not all games have the form of Prisoners Dilemma. Indeed, Sandler (1997) states that there are 78 possible ordinal forms of the 2 player, 2 strategy game, found from all the permutations of the rankings 1 through to 4. Two other structures of payoff matrix appear to be highly relevant to environmental problems. These structures generate the Chicken game and the Assurance game. 

Chicken game

Let us revisit the previous game in which each of two countries must choose whether or not to abate pollution. We suppose, as before, that each unit of pollution abatement comes at a cost of 7 to the abater and, being a public good, confers benefits of 5 to both countries. However, in this example, doing nothing exposes both countries to serious pollution damage, at a cost of 4 to both countries. The payoff matrix for this ‘Chicken game’ is presented in Figure 10.5.
 The only difference between this set of payoffs and that in Figure 10.3 is the negative (as opposed to zero) payoffs in the cell corresponding to both countries selecting Cut. 

This difference fundamentally changes the nature of the game. 
 Consider first non-cooperative behaviour. Neither player has a dominant strategy. Moreover, there are two Nash equilibria (the cells in bold).

Insert Figure 10.5 here (a new Figure). Caption: 

Figure 10.5 A two-player Chicken game.
Game theory predicts that in the absence of a dominant strategy equilibrium, a Nash equilibrium will be played (if one exists). Here there are two Nash equilibria (bottom left and top right cells), so there is some indeterminacy in this game. How can this indeterminacy be removed? One possibility arises from commitment or reputation. Suppose that X commits herself to cut, and that Y regards this commitment as credible. Then the bottom row of the matrix becomes irrelevant, and Y, faced with payoffs of either –2 or –4, will choose to abate. (We may recognise this form of behaviour in relationships between bullies and bullied.) Another possibility arises if the game is played sequentially rather than simultaneously. Suppose that some circumstance exists so that firm X chooses first.
 Y then observes X choice and decides on its own action. In these circumstances, the extensive form of the game is relevant for analysis of choices.  This is illustrated in Figure 10.6. The solution to this game can be found by the method of backward induction. If X chooses to Cut, Y’s best response is Abate. The payoff to X is then 5. If X choose to Abate, Y’s best response is Cut. The payoff to X is then –2. Given knowledge about Y’s best response, X will choose Cut as her payoff is 5 (rather than –2 if she had selected Abate). This is one example of a more general result: in games where moves are made sequentially, it is sometimes advantageous to play first – there is a ‘first mover advantage’. First mover advantages exist in Chicken games, for example. 

Now consider another possibility. Suppose there is asymmetry in the top left cell so that the penalty to X of not abating is –1 rather than –4, but all else remains unchanged. (This is no longer a Chicken game, however, as can be seen by inspecting the ordinal structure of payoffs.)  The outcome of this game is determinate, and the strategy combination corresponding to the top right cell will be chosen. Backward induction shows that X has a dominant strategy of Cut. Given that Y expects X to play her dominant strategy, Y plays Abate.
  

Cooperative behaviour

A strategy in which both countries abate pollution could be described as a cooperative solution to the Chicken game as specified in Figure 10.5. The mutually abate strategy is collectively best for the two countries. But that solution is not stable, because it is not a Nash equilibrium. Given the position in which both countries abate, each has an incentives to defect (provided the other does not). A self-enforcing agreement in which the structure of incentives leads countries to negotiate an agreement in which they will all abate and in which all will wish to stay in that position once it is reached does not exist here. However, where the structure of payoffs has the form of a Chicken game, we expect that some protective action will take place. Who will do it, and who will free ride, depends on particular circumstances.

Insert Figure 10.6 near here. Caption: 

Figure 10.6 Extensive form of the Chicken game.

Assurance game

The other game-form to which some attention will be given in this chapter is the Assurance game. We consider this in terms of an example in which each of two countries must decide whether or not to contribute to a global public good. The cost to each firm of contributing is 8. Benefits of 12 accrue to each firm only if both countries contribute to the public good. If one or neither firm contributes there is no benefit to either firm. What we have here is a form of threshold effect; only when the total provision of the public good reaches a certain level (here 2 units) does any benefit flow from the public good. Situations in which such thresholds exist may include the control of infectious disease, conservation of biodiversity, and the reintroduction of species variety into common property resource systems. The payoff matrix which derives from the cost and benefit values described above is given in Figure 10.7.

Insert Figure 10.7 here. Caption: 

Figure 10.7 A two-player Assurance game.
Inspection of the payoff matrix reveals the following. Looking first at non-cooperative behaviour, neither firm has a dominant strategy. There are two Nash equilibria (shown in bold in the matrix). Which is the more likely to occur? Perhaps surprisingly, game theory cannot be of much help in answering that question for a single shot game. However (as we show later), if the game were to be played repeatedly there is a strong presumption that both would contribute. Moreover, the greater is the difference between the payoffs in the two Nash equilibria, the more likely is it that the ‘both countries contribute’ outcome will result. 

End of Box 10.2

Box 10.1 The Strategy Clock and strategic interdependence.

It is sometimes argued that a business can choose between two routes to achieve a competitive advantage over its rivals. It can compete in terms of price (perhaps by trying to obtain cost performance superior to that of its rivals), or it can compete in terms of product quality (perhaps through product differentiation or innovation). 

A leading strategy text (Johnson and Scholes, 2003) develops a schema that generalises this simple dichotomy. They envisage there being two independent dimensions of a firms strategic positioning. One of these is customers’ perceptions of your firm’s price relative to that of your rivals. The other is customers’ perceptions of the value (or benefit) that your product offers relative to the values of the offerings of others. These two dimensions generate a two-dimensional space of strategic positions that firms might take. This space is called the “strategy clock”, and is illustrated in Figure 10.1. 

Insert Figure 10.1 near here. Caption: 

Figure 10.1. The Strategy Clock and a possible change in strategic positioning.
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Imagine that your firm is the one that currently occupies the strategic position labelled as X in Figure 10.1. You have three rivals, currently occupying strategic positions indicated by the points A, B and C in the diagram. Your firm is in a difficult position as things stand, offering to actual and potential customers something of lower quality and at a higher price than does firm B. Would it be sensible for your firm to shift its position in the direction shown by the arrow? (Presumably, to do so would require that you take some action that would lead consumers to perceive your product as having a significantly lower price, but without inducing any changes in customers perceptions of the value of your product relative to that of competitors' offerings.)

We do not attempt to answer this question here. But we do wish to point out a dilemma. A move to an 'ideal' (and different) position on the strategy clock space might induce movements by others. Hence, your ‘payoff’ from that action depends on the strategy selected by your rivals too in response to whatever you do. If your rivals do not respond, the move indicated in the diagram might generate a large payoff. But if B (and possibly A and C) the payoff is likely to be entirely different. 

We will examine ‘games’ of this kind at some length in this chapter. Right now, let us conclude by observing that you are likely to make better-informed decisions by thinking through the consequences not only of your options but also the possible actions of others.

End of Box 10.1

Extra bits: possibly for insertion in the chapter.

There seems to be some indeterminacy here. One can imagine that this kind of thinking leads a strategist into an infinite loop of the form: "if I do this, he will do that, then I will do this, but then he will do that, but then ……" and so on. 

Is there any "solution" or equilibrium in all this?

Can a set of positions be taken in which none will wish to change?

If so, is there any guarantee that such outcomes would be attractive?

And, if not, is there anything we might try to improve upon those outcomes?

Important as they are, these questions are not the only ones investigated in this chapter. Common to all of them is the notion that a firm behaves in a competitive way towards its rivals. In most circumstances, that is indeed how firms do behave, and perhaps also how they should behave. For example, it may be the case that one firm believes it can do well acting in this way. It might believe that it can do so much better than its rivals that it can attain a sustainable competitive advantage (as discussed in Chapter 11). Indeed, a firm might judge that it can do so well as to destroy its rivals and secure a position with no rivals at all (as discussed in Chapter 10). 

However, a firm which is seeking to maximise its own wealth might find that cooperation with its rivals leads to superior outcomes than individualistic competition (rivalry). Our goals in this chapter include an attempt to use game theory to give some insight into the kind of circumstances when cooperation with rivals is a preferred form of behaviour. 

Finally, we also recognise that circumstances will exist where a company will use a mix of competitive and cooperative behaviour. This will take us into the area of so-called 'co-opetition'. 
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� There is a simplification here. A strict definition of a player's strategy is a complete description of the whole set of actions that he or she will play throughout the whole game, for each of the whole sets of actions that the other player or player could take. (Hence in chess, each player has an infinite amount of strategies.) However, except where it is necessary to do otherwise, we will adopt the common practice of labelling a choice or option available to a player at any part of a game as a ‘strategy’. 


� For notational simplicity, we shall usually write as if a game has two players. However, games may involve any number of players (including one playing against 'nature'). 


� The game tree description of a game is often called its 'extensive form' representation.


� Two points here. Payoffs are cardinal. But are also ordinal. Payoffs are symmetric, but this is not necessary. For a PD each players payoffs must have the ranking shown here (with 1 the lowest and 4 the highest).


� The description ‘Chicken game’ comes from the fact that this form of payoff matrix is often used to describe a game of daring in which two motorists drive at speed towards each other. The one who loses nerve and swerves is called Chicken. Relabelling the strategy Cut as Maintain Course and Abate as Swerve generates a plausible payoff matrix for that game.


� If you transform the Chicken game payoff matrix into its ordinal form, you will see that the difference in ordinal forms of the Prisoners’ Dilemma and Chicken game lies in the reversal of the positions in the matrices of the 1 and 2 rankings.


� A commitment or a reputation might be interpreted in this way. That is, the other player (in this case Y) regards X as already having made its choice of strategy.


� However, some other structures of payoff matrix lead to the opposite result, in which it is better to let the other player move first and then take advantage of the other player. 


� Dixit and Nalebuff (1991) give a more complete account of the reasoning that lies behind strategic choices in these kinds of games.
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