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Abstract-This paper presents the design, implementation and
evaluation of a solution for dynamic redirection of traffic flows
for multihomed mobile networks. The solution was developed for
a mobUe user that disposes of a Personal Area Network (PAN)
with a Personal Mobile Router (PMR), in order to achieve
Always Best Connected (ABC) service by distributing flows
belonging to different applications among the most appropriate
access networks. Designed in a modular way for a NEMO-based
mobility and multihoming support, the proposed flow redirection
solution can be easily coupled with and controlled by dynamic
traffic policies that come from advanced network intelligence,
according to the currently available network resources and user
and application requirements. A prototype implementation was
validated and assessed on a testbed as proof-of-concept.
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I. INTRODUCTION

Next-generation wireless communication systems will
incorporate multiple heterogeneous access networks such as
cellular networks, wireless local area networks and WiMAX
into a uniform IP-based platform, evolving towards IPv6. In
order 'to provide Always Best Connected (ABC) service,
research activities now focus on multimode devices with
several interfaces, enabling mobile users to be multihomed in
nlultiple heterogeneous access networks. Consequently, service
provisioning can be enhanced by routing traffic flows of
different applications to the most appropriate access networks,
where the term appropriate can be interpreted in different ways
according to the various ABC metrics such as shortest delay or
high bandwidth, but also minimal cost.

In the European project (IST-FP6) MULTINET [1][2], we
address this challenge of advanced service delivery for
nomadic users by building a complete system that integrates
monitoring of access networks, measurement-based generation
of ABC policies to map traffic flows to appropriate radio
access networks and the actual redirection of the flow data
packets to the desired access routers.

MULTINET targets mobile workers in charge of the
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maintenance of high-tech and complex machines all over the
world. In this context, a worker is equipped with a range of
devices such as laptop, mobile phone, webcam or sensors of
any kind, all of which fOlm a Personal Area Network (PAN).
Typically, these workers need to connect to their back office
regularly for relnote SUPPOlt, transmitting data or downloading
instructions. It is obvious that the devices in the PAN generate
multiple and manifold data flows with different importance and
QoS needs. With the increasing deployment of wired and
wireless overlay networks, the mobile workers can very likely
find themselves in the coverage of multiple access networks.

Based on the above scenario, MULTINET develops a
communication system that provides simultaneous, intelligent
and traffic-dependant usage of multiple access networks for
nlobile users carrying a PAN. Thus, the MULTINET mobility
support is based on the Network Mobility (NEMO) Basic
Support Protocol [3], with the PAN being connected via a
Personal Mobile Router (PMR), and on related IETF drafts for
nlultihoming support. Additionally, one of the major
innovations of MULTINET is the dynamic redirection of
traffic flows to appropriate access networks based on traffic
policies in order to take advantage of the multihoming SUPPOlt.

The present paper focuses on this flow redirection
functionality and presents the design, implementation and
evaluation of the proposed solution, especially the nl0dules for
the reception and enforcement of traffic policies for a Linux­
based NEMO implelnentation.

The remainder of the paper is organized as follows: Section
II introduces the overall MULTINET system as the context of
the presented work and the problem statement. Then, in section
Ill, after a blief review of the state-of-the-art of handling
multihoming and flow policies for mobile devices, we present
our solution for policy-based, intelligent Intdtihoming and
traffic flow Inanagement. Section IV describes the proof-of­
concept implementation, together with experimental results.
The paper is concluded in section V.

ll. OVERALL PRESENTATION OF THE MULTINET SYSTEM

MULTINET intends to bring advanced connectivity
functions to next-generation services and to optimize
communications in multiple dimensions such as cost, quality
and functionality. Therefore, the MULTINET communication
system will be capable of providing the required network and
application functionalities to handle multiple wireless access
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Figure 6. Testbed architecture

2) Comprehensive, qualitative handover scenario
To illustrate the flow redirection in a qualitative way from

the point of view of the MR, we show a case study with several
flow redirections of a HlTP-based video streanl in Figure 7.
Using the software Ethereal, we represent the IPv6 packets
passing through the two egress interfaces of the MR. The time
is expressed in seconds on the X axis, and the traffic is
expressed in number of packets on the Y axis. For scalability
reasons, the first traffic burst on ethO has been cropped.

By analyzing Figure 7 step by step, we explain the different
flow redirection processes. The video streaming traffic is sent
from an HTTP server located on AR_3 to MNNI in the PAN,
and the TCP acknowledgements (ACKs) are returned by the
MNN. In addition, we can see the signaling traffic whose
volume is very low compared to the HTTP streaming and the
ACKs, as expected. Signaling traffic is observed on both
interfaces as it includes the periodical Router Advertisements
sent by the ARs as well as the periodical Binding Update and
Binding Acknowledgement messages.

At the beginning of the transmission (to), all traffic is sent
over ethO as it has been set as default egress interface of the
MR. At t1, the policy generation engine sends a trigger
message to the HA and to the MR with the new policies that
binds the HTTP traffic to the interface ethl. The SOAP
nlessage that contains the traffic policies is also sent through
ethO since there is no explicit policy for this type of traffic.

At t2 and then at 13, the policies are enforced at the HA and
the MR, respectively, and the HTTP packets as well as the
ACKs are redirected to ethl accordingly. As the trigger
message is sent to the MR via the RA, it arrives with an
additional delay in the MR. Consequently, the ACKs routed by
the MR are redirected later than the incoming HlTP packets
routed by the HA. However, this tenlporarily unsymmetrical
traffic flow does not impact the end-to-end TCP connection, as
neither the original IP header nor the TCP payload is modified
and all packets always go through the HA and the MR.

At t4, ethl performs a handover from one access network to
another. During the handover, the traffic is automatically
redirected to ethO in order to reduce the handover latency and
to reduce its impact on the perceived QoS for the user. At t5,
this interface handoff is completed and the traffic flows are
switched back to eth1 according to the currently valid policies.

At t6 and t7, all flow binding policies are deleted upon the
reception of a correspondent traffic policy. Consequently, the
packets are switched to the default interface ethO again.

For the validation of the PREM, an NSA stub was realized,
providing a Gill for policy generation and policy transmission
to the PREM instances on the HA and the MR.

D. Evaluation

This section introduces the architecture of the testbed that
was used for the experiments and presents first experimental
results that have been obtained on this testbed.

J) Testbed architecture
Figure 6 illustrates the testbed that allowed us to test the

PREM implementation and to validate the interaction with the
Inobility and multihoming support. Moreover, the testbed
permitted preliminary measurements on implementation
performances. Currently, the multihomed MR is connected to
the Access Routers (ARs) through two Ethernet cables. During
the integration phase of the MULTINET project, this will be
ported to an evolved wireless testbed (WLAN first, then
WiMax and UMTS), although the current setup is sufficient for
proof-of-concept of this IP-Iayer based protocol.

Figure 5. Data packet flow
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C. Fonvarding ofdata packets -redirection execution

Regarding the user data, incoming packets are analyzed,
marked and forwarded according to the currently active filter
rules and bindings as can be seen in Figure 5. netfilter analyses
incoming packets and if they tnatch one of the traffic rules in
the PREROUTING chain of netfilter, they are marked with the
corresponding BID number, using the MARK target. Thanks to
the kernel patch provided by the MCoA implementation, this
marker can be taken into account for the packet forwarding and
the packet can be redirected to the routing table whose index is
the BID. Consequently, the route lookup is done on that
dedicated routing table and the packets are forwarded to the
desired CoA. Note that on Home Agents, there can be multiple
routes for the same BID in a given routing table, as different
MRs might use the same BID. Nevertheless, the packets are
forwarded cOlTectly by using the destination address as search
key amongst the different routes for the same BID.
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where all NEMO-related routes are installed in the main
routing table, the MCoA implementation activates one routing
table per BID, which is directly addressed by the BID number.

With regard to the PREM, it enforces the policies by
passing them over to the native Linux IPv6 packet filter
netfilter through its command line interface ip6tables. To do
so, the PREM parses incoming policy files and constructs the
command for ip6tables with the correct syntax.
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